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Background

PROVING TEST SET CONTAMINATION IN
BL.ACK BOX LANGUAGE MODELS

Yonatan Oren'*, Nicole Meister'*, Niladri Chatterji'*, Faisal Ladhak?, Tatsunori B. Hashimoto'
IStanford University, 2Columbia University

« LLM facing big challenge: the Contamination of Dataset
« Whether LLMs are Memorize the Answers or Generalization

« Closed source dataset
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Aim
Pre-training Data

The music was composed by Hitoshi Sakimoto, who had also
worked on the previous Valkyria Chronicles games. ..

Does a frog jump out of boiling water?

Test Set Is it possible to create mass from energy?

Contamination Is there a movie with ® on rotten tomatoes?

Is the jaguar S type rear wheel drive?

Highway89 was created out of a highway rerouting im
the late 1938s. Originally, it formed the routing...

Contamination Test

Canonical Order
Does a frog jump out of boiling water?

l

Is it possible to create mass from energy? 0

l

Is there a movie with 8 on rotten tomatoes? 0

l

Is the jaguar S type rear wheel drive? O

o high model log-probability

Shuffled Order
Does a frog jump out of boiling water?

l

Is it possible to create mass from energy? Q

l

Is the jaguar S type rear wheel drive? 6

!

Is there a movie with @ on rotten tomatoes? 9

6 low model log-probability

Differences in log-probability between orderings reveal contamination.

o Provide provable tests of test set contamination in black box language models
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Aim
Pre-training Data

The music was composed by Hitoshi Sakimoto, who had also
worked on the previous Valkyria Chronicles games...

Does a frog jump out of boiling water?

Test Set Is it possible to create mass from energy?

Contamination | 15 there a movie with 8 on rotten tomatoes?

Is the jaguar S type rear wheel drive?

Highway89 was created out of a highway rerouting in
the late 1938s. Originally, it formed the routing...

Contamination Test

Canonical Order

Does a frog jump out of boiling water?

l

Is it possible to create mass from energy? o

l

Is there a movie with 8 on rotten tomatoes? (g

l

Is the jaguar 5 type rear wheel drive?

4

? high model log-probability

Shuffled Order

Does a frog jump out of boiling water?

Is it possible to create mass from energy? (5;

!

Is the jaguar S type rear wheel drive? @

l

Is there a movie with @ on rotten tomatoes? @

€) 1low model log-probability

Differences in log-probability between orderings reveal contamination.

A well-known property is introduced to detect contamination:

Exchangeability: the order of examples in the dataset can be shuffled without affecting its joint

distribution
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Alm

Test Set
Contamination

Pre-training Data

The music was composed by Hitoshi Sakimoto, who had also
worked on the previous Valkyria Chronicles games...

Does a frog jump out of boiling water?
Is it possible to create mass from energy?

Is there a movie with @ on rotten tomatoes?

Is the jaguar S type rear wheel drive?

Highway89 was created ocut of a highway rerouting in
the late 1930s. Originally, it formed the routing...

Contamination Test

Canonical Order
Does a frog jump out of boiling water?

l

Is it possible to create mass from energy? (%

l

Is there a movie with 8 on rotten tomatoes? (@

l

Is the jaguar S type rear wheel drive?

.

& high model log-probability

Shuffled Order

Does a frog jump out of boiling water?

!

Is it possible to create mass from energy? o

l

Is the jaguar S type rear wheel drive? @

!

Is there a movie with @ on rotten tomatoes? &9

€9 low model log-probability

Differences in log-probability between orderings reveal contamination.

Compare the log probability of the model:

1.  With a standard dataset (no change)

2.  With a dataset of shuffled examples
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Contributions

Pre-training Data Contamination Test
Canonical Order Shuffled Order
The musi composed by Hitoshi Sakimoto, who had al . = ) e
EH:::H': ::Btm pr-t:inu: val::ru Chr:i:hs guns.?.m Does a frog jump m‘ltl of boiling water? Does a frog jump ‘-"'lit of boiling water?
i i 2 ?
Does a frog jump out of bodling water? Is it possible to crelate mass from energy? 0 Is it possible to t:r-liate mass from energy? Q
Test Set Is it possible to create mass from energy? | ;o ipare a movie with @ on rotten tomatoes? € | Is the jaguar S type rear wheel drive? (%]
Contamination | 15 there a movie with B on rotten tomatoes? l l
Is the jaguar S type rear wheel drive? Is the jaguar S type rear wheel drive? © | s there a movie with 8 on rotten tomatoes? (]
HighwayB0 was created out of & highway rerouting in & high model log-probability € low model log-probability
the late 193@s. Originally, it formed th ting. .. . . w2 . . .
ool b Stmathiladin i Differences in log-probability between orderings reveal contamination.

1. Exchangability could be used to identify test set contamination
2. An sliced hypothesis test for test set contamination

3. Empirical demonstration of black-box detection of contamination for small

datasets that appear few times during pretraining
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Problem Setting

Provably identifying test set contamination can be viewed as a hypothesis test in

which the goal is to distinguish between two hypotheses:
 H,: 0 is dependent on X

Contamination

0 is the training process of a language model

X is the dataset

If a model satisfies Exchangabilitv. we have:

d
1Og Pe (Sé?Q(X)) — log Po (S€Q(X?T )) No contamination

log pg(seq(X)) < logpg(seq(X,)) contamination

seq(X) means the sequence of whole dataset X, 1 is one of the permutation
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Method

Computational Complexity :
It is clearly impractical to count all possible permutations of a data set

Solution:

1. Cut the dataset into several pieces:
S]_ — (X]_ngj . 8w ij)

2. Permute the examples within each cut, estimate of the average
likelihood of the shuffled order :

s; = log pg(seq(X)) — Mean (log ps(seq(Xx)))

Where 17 is one of the permutation

10
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Experiment

Name Size  Dup Count Permutationp Sharded p
BoolQ 1000 1 0.099 0.156
HellaSwag 1000 1 0.485 0.478
OpenbookQA 500 1 0.544 0.462
MNLI 1000 10 0.009 1.96e-11
Truthful QA 1000 10 0.009 3.43e-13
Natural Questions 1000 10 0.009 1e-38
PIQA 1000 50 0.009 le-38
MMLU Pro. Psychology | 611 50 0.009 le-38
MMLU Pro. Law 1533 50 0.009 le-38
MMLU H.S. Psychology | 544 100 0.009 le-38

Size means the number of examples, Dup Count means the Frequency of injection of test set
Higher p means higher probability of choosing hypothesis HO
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Experiment
Log(p value) vs Dataset Duplication Count
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Average log p-value vs. Examples per Shard
w =21
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Examples per Shard
500 200 100 50 20 10
Number of Shards

Method can not detect contamination with too many cuts

13

Average log p-value vs. Permutations per Shard
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More cuts lead to more accurate detection
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Experiment

Dataset Size LLaMA2-7B Mistral-7B  Pythia-1.4B  GPT-2 XL BioMedLLM
Arc-Easy 2376  0.318 0.001 0.686 0.929 0.795
BoolQ 3270 0421 0.543 0.861 0.903 0.946
GSMBK 1319  0.594 0.507 0.619 0.770 0.975
LAMBADA 5000 0.284 0.944 0.969 0.084 0.427
Natural QA 1769 0912 0.700 0.948 0.463 0.595
OpenBookQA | 500  0.513 0.638 0.364 0.902 0.236
PIQA 3084 0.877 0.966 0.956 0.959 0.619
MMLU' - 0.014 0.011 0.362 - -

Mistral-7B seems to have some level of contamination on Arc-Easy.

Note that those datasets are not guaranteed to have Exchangeability.

14
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[Limitations

« No guarantee on the Exchangeability of off-the-shelf benchmark dataset.

We cannot know that a dataset is exchangable without knowing its data generating process

« Only direct contamination can be detected.

15
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Problem Statement

As advances in LLMs have significantly improved the ability to generate code, researchers have come to
rely on these models for program synthesis. However, existing code evaluation benchmarks (e.g.,
HUMANEVAL) have limitations in terms of the number and quality of tests, making it difficult to

comprehensively assess the functional correctness of generated code.

e Insufficient testing

e Imprecise problem description

Eg’g'%‘g}’ H 2] def common(ll: 1list, 12: list): I ":]2 3]
[&JSF‘ZJE]J [3‘2 4] ""rpeturn sorted unigue common elements for two lists""" ;EFS 41
" HUMANEYAL inputs common_elements = list(set(ll).intersection(set(12))) & correct

common_elements. sort()

[6,8,1], [6,8,1] return List(set(common_elements)) [8.1,6]

HumanEvaL® input ChatGPT synthesized code x not sorted!

17
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Overview of EvalPlus

e Automated Test Input Generation
- Seed initialization via ChatGPT

- Type-aware input mutation

e Test-Suite Reduction

- Code coverage

- Mutant killings

- LLM sample killings

e Program Input Contracts

generate complex inputs

generate difficult inputs

original dataset

def groundtruth(input):

ge"e‘ate corner-case inputs

|

input

input

seed inputs

—

type-aware

mutation
lnew input

input

base inputs

Idef sample_2(input):

ldef sanple_1(input):

def sample_0(input):

LLM samples

f

if § ind &
seed pool ﬁ 1 input

v 2
coverage
mutant kills - o
cover
sample kills

Jest-suite Reduction.

!
EvalPlus dataset

def groundtruth(input):

new inputs

xl*gt
differential
testing

f(x) = gt(x)?

pass

Figure 2: Overview of EvalPlus

[def sample_56(input):

def sample_11(input):

Rigorously validated
LLM samples
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Seed initialization via ChatGPT

19

Constructed prompts containing real solutions
to problems for ChatGPT to examine and refer
to.

Provide a set of test inputs as examples to help
ChatGPT understand the task.

Add instructions to encourage ChatGPT to

create interesting input content.

generate complex inputs

T T —

generate difficult inputs —_— @ ChatGPT
_ [

generate corner-case inputs l

original dataset

def groundtruth(input):

input input input
base inputs

I def sample_2(input):

l def sample_1(input):

differential

def sample_0(input):

LLM samples

f testing
f(x) = gt(x)?

pass

Figure 2: Overview of EvalPlus

kh_ﬁ?“ 2y
coverage
mutant kills - oo
cover
sample kills
Test-suite Reduction
seed inputs e WU P T et =
EvalPlus dataset
—
type-aware def groundtruth(input):
mutation
lnew input
i i
seed pool B i B B input

new inputs

X
' ‘ g [def sample_56(input):

def sample_11(input):

Rigorously validated
LLM samples
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Type-aware input mutation

e Input generation and mutation process: initialize the generation pool based on seed inputs

(generated by ChatGPT) and generate new inputs by randomly selecting seeds for mutation.

e Diversified mutation strategy: apply specific mutation methods based on different types of data (e.g.,

integers, floats, and composite types).

Type Mutation Type Mutation

; ; Remove/repeat a random item x|z

fag|fipar  Remongased e { Insert/replalz:e x[i] with Mutate([:z:][i])

bool Returns a random boolean Tuple Returns Tuple (Mutate(List(z)))

NoneType Returns None Set Returns Set (Mutate(List(z)))
Remove a sub-string s Remove a key-value pair k — v

str Repeat a sub-string s Dict Update k — v to k— Mutate(v)

Replace s with Mutate(s)

Insert Mutate(k) — Mutate(v)

20



McKelvey School of Engineering at Washington University

HUMANEVAL+ And HUMANEVAL+-MINI

Based on HUMANEVAL-+ which on average obtains 764.1 tests
for each programming task (Table 2), our test-suite reducer
(§2.2) minimizes it to HUMANEVAL+MINI which only has 16.1
tests for each task (smaller by 47x).

Table 2: Overview of EvalPlus-improved benchmarks.

#Tests #Tasks
Avg. Medium Min. Max.
HUMANEVAL 9.6 7.0 1 1057
HuMANEvVAL™ 764.1 082.5 12 1,100 164

HUMANEVAL™-MINI 16.1 13.0 5 110

21
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Overview of EvalPlus

® Code Coverage: Code coverage measures the
amount of code elements (e.g., statements or
branches) executed by tests to assess test
effectiveness. In this strategy, branch coverage is
used as the testing requirement, with the goal of
retaining a minimal subset of tests that covers the

same set of branches as the full test suite.

coverage
mutant kills } S8t
cover

sample kills
Test-suite Reduction

!
EvalPlus dataset

def groundtruth(input):

i i id -
L= 1N i input
new inputs

generate complex inputs e
generate difficult inputs —_— @ ChatGPT
_ [
generate corner-case inputs l
seed inputs
original dataset
—
def groundtruth(input): type-aware
mutation
lneuinput
input input input | seed pool
base inputs
I def sample_2(input): X + gt
Idef sanple_1(input): differential
def sample_8(input): ? testing pass

f(x) = gt(x)?

LLM samples

Figure 2: Overview of EvalPlus

[ def sample_56(input):

def sample_11(input):

Rigorously validated
LLM samples
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Overview of EvalPlus

e Mutant Killings: While code coverage indicates
code execution, it doesn’t necessarily reveal
critical defects. Mutation testing addresses this by
injecting subtle bugs (mutants) into the code to
create artificial faulty programs. The ratio of
mutants detected (or “killed”) by tests is used to
measure test effectiveness. This approach
generally outperforms code coverage in

evaluating test quality.

generate complex inputs

generate difficult inputs

——— @) chatepT

generate corner-case inputs —‘l'—. l

original dataset

def groundtruth(input):

input input

base inputs

input

ldef sample_2(input):

Idef sanple_1(input):

coverage
mutant kills } S8t
cover

def sample_8(input):

LLM samples

sample kills
Test-suite Reduction
seed inputs . SO e
EvalPlus dataset
—
type-aware def groundtruth(input):
mutation
lnewinput
i id < T
seed pool B i B B input
new inputs
X *gt
[oef sample_56(input):
differential def sample_11(input):
f testing pass

f(x) = gt(x)?

Figure 2: Overview of EvalPlus

Rigorously validated
LLM samples
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Overview of EvalPlus

® || M Sample Killings: Different LLMs may exhibit
similar failures on certain test cases. To measure
test effectiveness, we also consider sample
killings, which reflect the number of incorrect LLM
outputs a test case can detect. For new LLMs,
since we lack execution results, we rely on results
from other LLMs' samples to ensure the reduced

test suite still detects all incorrect samples.

generate complex inputs

R —
generate difficult inputs —_— @ ChatGPT

generate corner-case inputs —‘l'—. l

original dataset

def groundtruth(input):

input input input
base inputs

ldef sample_2(input):

Idef sanple_1(input):

def sample_8(input):

LLM samples

coverage
mutant kills } S8t
cover

sample kills
Tesg-suitg Reduct#qn

seed inputs f
EvalPlus dataset
o
type-aware def groundtruth(input):
mutation
lnewinput
i i
seed pool B i B B input
new inputs
X *gt
[oef sample_56(input):
differential def sample_11(input):
f testing pass

f(x) = gt(x)?

Figure 2: Overview of EvalPlus

Rigorously validated
LLM samples
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Evaluation(1)

Size | pass@k k=1 k=1 k=10 k=100 | T Tio Tioo
GPT-4 [49] N/A 'f;iem ?,g“;
Phind-CodeL lama [52] B | i e R
WizardCoder-CodeLlama [38] 34B | 2% 732 &8 22 983 | 2
hass 732 694 886 940
ChatGPT [48] N/A | iextra’ 634625 821 9Ll
p | bese 518 520 824 950 | 2
textra 427 431 137 894 | 2
sy o |l G e 7o I
5 | base 378 392 691 897 | 2
vextra 341 345 614 829 | 2
base 341 322 567 842 2
StarCoder [13] 5B | fextta 293 278 503 754 | 2
op | base 329 322 560 SIS | 2
textra 268 272 484 714 | 2
base 293 277 469 127 | 2
CodeGen [46) 6B s e e G el RS
g | base 24 184 398 668 | 2
sextra 207 151 348 558 | 2
Pase T 322 85 835 | 2
Sopslox ol 16B | yextra 262 274 511 764 | 2
base 387 281 552 838 | 2
MISTRAL [26] B | iexta 238 237 485 764 | 2
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16B" | \extra 165
g | base 183 179 309 509 | 2
textra 165 159 271 454 | 2
CodeGen2 [45] g | base 159 152 239 386 | 2
textra 128 129 212 343 | 2
5 | base 1.0 102 151 247 | 2
texira 91 87 137 212 2
35 | base 165 153 301 548 | 2
textra 152 139 258 467 | 2
VICUNA[12] g | base 1.6 109 238 423 | 2
sextra 110 103 203 350 | 2
base 146 166 292 454 | 4
SeteCaderP) LB | yexta 128 142 262 406 | 4
cp | base 159 156 277 450 | 2
B | lextra 122 124 222 389 | 2
INCODER [18] Lap | base 122 100 159 252 | 2
S5 | yextra 104 79 135 207 2
base 22 113 177 318 [ 2
GFEHS OB | texta 104 95 152 259 | 2
base 79 65 118 207 | 2
GPT-NEo [5] 2B | yextra 67 60 90 168 | 2
base 6.1 59 10.2 17.1 |2
PolyCoder [70] 278 s 55 53 7.9 136 | 2
base 24 27 715 158 2
StableLM [60] B e 24 26 62 1197 2
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Reduced test-suite for HUMANEVAIL+

Size Coverage Killed mutants  Killed samples Full Ref. pass@1*

pass@1™ #tests pass@1* #tests pass@1™ #tests pass@1™ #tests base +extra

GPT-4 N/A 86.0 11.3 829 114 78.7 13.8 78.0 16.1 884 76.2
ChatGPT N/A 713 113 695 114 65.2 137 65.2 16.0 73.2 63.4
StarCoder 15B 329 113 329 114 293 136 29.3 159 341 29.3
2B 232 113 238 114 21.3 132 21.3 154 244 20.7

CodeGen 6B 28.7 113 203 114 25.6 13.2 256 154 293 25.6
16B 31.7 11.3 31.1 114 274 132 274 154 329 26.8

1B 104 113 11.0 114 9.1 138 9.1 16.0 11.0 0.1

CodeGen? 3B 159 11.3 159 114 12.8 138 12.8 16.0 159 12.8
7B 183 11.3 18.3 114 16.5 138 16.5 160 183 16.5

16B 195 113 189 114 16.5 13.8 16.5 16.0 195 16.5

VICUNA 7B 11.6 113 11.6 114 11.0 13.8 1.0 16.1 11.6 10.4
13B 16.5 11.3 16.5 114 15.2 138 15.2 16.1 17.1 15.2

SantaCoder 1.1B 146 113 146 114 128 138 128 16.1 14.6 12.8
INCODER 1.3B 122 113 122 114 104 136 104 160 122 10.4
6.7B 146 11.3 146 114 12.2 13.6 12.2 16.0 159 12.2

GPT-] 6B 122 11.3 122 114 104 138 104 160 122 10.4
GPT-Neo 2.7B 73 113 73 114 6.7 138 6.7 16.1 79 6.7
PolyCoder 2.7B 6.1 11.3 6.1 114 55 138 55 161 6.1 5.5
StableLM 7B 24 113 24 114 24 138 24 161 24 24

Test-Suite Reduction
Code coverage
Mutant killings

LLM sample killings
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Pass rate distribution

107 4

] HuMaNEVAL
| N HumaNEvaLt

Average Pass Rate (%)
S

Problems (Sorted by HuMANEVAL pass rate)

X-axis spans bars for all 164 problems, sorted by the HUMANEVAL pass rate. Y-axis shows the log-scale

pass rates averaged by all LLM-generated samples.

28
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Exemplary incorrect-logic in HUMANEVAL

12-31-1999 —»

HumanEvaL™ input

def valid_date(date):

if month in [1,3,5,7,8,10,12] and day < 1 or day > 31:
return False
if month in [4,6,9,11] and day < 1 or day > 30:
return False » v !
A bracket is needed!

—» False

12/31/1999
is a valid date!

This is implemented incorrectly as “and” in Pythons has higher precedence than “or”,

leading to the ground-truth function to check if either conditions satisfies instead of the

desired both conditions must satisfy.

29
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Conclusion

e EvalPlus improves the rigor of code generation evaluation: EvalPlus is an automated test-driven evaluation
framework that more accurately evaluates the correctness of LLM -generated code by generating diverse test cases.

e Creation of HUMANEVAL+ and HUMANEVAL+-MINI Benchmarks: EvalPlus expands on HUMANEVAL by
generating HUMANEVAL+, which dramatically improves test coverage by adding high-quality, automatically-
generated test cases, and HUMANEVAL+-MINI, which further reduces the test set to achieve close test results at a
smaller HUMANEVAL+-MINI was generated by further reducing the test set to achieve closer test results at a smaller
scale.

e HUMANEVAL-+ significantly improves error detection: the evaluation of HUMANEVAL-+ identifies a large amount of
previously undetected erroneous code, proving the effectiveness of the framework in improving the accuracy of code

generation evaluations.

30
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Background

T e Key challenge in Al research: reliable evaluation of Al assistants
T i et e Traditional metrics fail to measure alignment with human intent

ot AP A oo f e BLEU, ROUGE, BERTScore, and BARTScore

Chie Vs Lin
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[ pr— - i
oy g Nty Wy e Consider LLM as evaluators
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Chine Ewalaton evabustion thet i Quich, B un.umumm I i e, W e
et el lamgungt oxdopenent prchapr. Bt e mbomts c-*-h\.n-ﬂ'wﬂ-

BERTScore: Evaluating Text Generation with BERT
Tianyi Zhang, Varsha Kishore, Felin Wu, Kilian . Weinberger, Yoav Antzi LLM—aS—eValuator

We progsie BERTSCore, 4n Setomalic evaleation metric for lex) geseration, Analogouily i common metrics, BERTICore comguted & similanity soore fof each token in
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ewiluate wing the outputs of 363 machine translation and image captioning systems. BERTScore conelates better with human judgments and provides stroager
mogdel 1election performance than exiiting metricy. Finally, we use an adversarial parapheave detection task fo show that BEETScore i3 more robsnd o challenging
Enimplid whin compdaned D3 duHling M.

~| BARTScore: Evaluating Generated Text as Text Generation ) ) o
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Problem Statement

Positional Bias

Which responseisbetter? = 1 =00 cececcccceececcceceeee—-

f
)
1 b
H . - [
e Simply change the order of candidate responses leads to U RSO 2 REPOSE 2 Reponse ;
. '— ------------ LY T 5
overturned comparison results even GPT-4 has been told i Which response is better? Response 2 ;
. t  Response 2:..... BRESDORNSELERTIE) || P [ T <
to ignore the response order bk el G .
- “Ensuring that the order in which the responses were e )
; . Response 1: 9
dd t affect riud nt” in command Scoring each response (1-10): Response 2: 7
presente 0€s not allect your judgme co a & Response 1: ...... Response 2: ...... : S
e GPT-4 tends to favor the first response in pairwise @ : )
4 P P Scoring each response (1-10): Response 1: 7
evaluations, while ChatGPT favors the second response | Response 2:..... Response Li..... | k fesponse2:2 J

- Compromise their fairness as evaluators

33
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Revealing the Positional Bias

/ Dataset \

Manually annotate “win/tie/lose”
outcomes for ChatGPT and Vicuna-13B

responses on 80 questions across 9

Gtegories in the Vicuna benchmark. /

[Question]

{Q}

[The Start of Assistant 1’s response]

{R1}

[The End of Assistant 1’s response]

[The Start of Assistant 2’s response]

{R2}

[The End of Assistant 2’s response]

[System]

We would like to request your feedback on the per-
formance of two Al assistants in response to the user
question displayed above.

Please rate the helpfulness, relevance, accuracy, level
of details of their responses. Each assistant receives
an overall score on a scale of 1 to 10, where a higher
score indicates better overall performance.

Please first output a single line containing only two
values indicating the scores for Assistant 1 and 2,
respectively.

The two scores are separated by a space. In the sub-
sequent line, please provide a comprehensive expla-
nation of your evaluation, avoiding any potential bias
and ensuring that the order in which the responses
were presented does not affect your judgment.

i

Evaluation Template T(Q, R1, R2)

/

Based on Helpfulness,

relevance, and accuracy

Emphasizes not
letting the order

affect the results
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Revealing the Positional Bias

EVALUATORS

VICUNA-13B v.5, OTHER MODELS

VICUNA-13B WIN RATE

AS ASSISTANTI AS ASSISTANT2

CONFLICT RATE

GPT-4 Vicuna-13B v.s. ChatGPT 51.3% 23 8% 37780 (46.3%)
GPT-4 Vicuna-13B v.s. Alpaca-13B 92.5% 92.5% 4 /80 (5.0%)
ChatGPT Vicuna-13B v.s. ChatGPT 2.5% 82.5% 66 / B0 (82.5%)
ChatGPT Vicuna-13B v.s. Alpaca-13B 37.5% 90.0% 42 /80 (52.5%)
40 MO Total Count
Conflict Count
35
30
= 25 7
S 20 %
15 %
10 %
5 %
¥z

35

Score Gap

3~4 >=5

>, I(ER[" # ER[™)

Conflict Rate = N

LLMs are sensitive to the position of responses
Positional Bias

They prefer the response in the specific position
The degree of positional bias varies based on the
difference in response quality

The smaller the score gap between them, the
more likely GPT-4 is to produce conflicting
results
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Proposed solutions

[Multiple Evidence Calibration ]

e  Model conclusions lack support from

subsequent explanations

e Requires the model to generate explanation

first, and then give the score

Please first provide a comprehensive explanation of
your evaluation, avoiding any potential bias and en-
suring that the order in which the responses were
presented does not affect your judgment. Then, out-
put two lines indicating the scores for Assistant 1 and
2, respectively.

[ Calibration of the Positional Bias }

[Balanced Position Calibration ]

e Alleviate the bias by swapping the order of
responses and calculating the average score

k

CSp =3 TE 2R R =1 2

i=1

[Human—in—the—Loop Calibration]

e Introduce manual labeling

e Stabilize the evaluation result

e Balanced Position Diversity Entropy

- Higher BPDE score indicates manual
correction needed

- Top-P most likely biased evaluations

BPDE = > —Per log Per

erc{win, tie lose}

Do — ¥ I(ER; = er) + [(ER’; = er)
ar Ek
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Proposed solutions

The calibration framework with three calibration methods

(mmm———— i B IR
i E i (a) Multiple Evidence Cﬂllhratlﬂﬂi | (¢) Human-in-the-Loop Calibration |
b [ 1 T I ~ i 1
i { i i | Evaluation evidence: ....... i | Y |
! t 1o o i 1
i i TEC(Q:TLTZ): i i i The scores of Assistent] : S -ﬁ—- i
ii ; { | The scores of Assistent2: S'3, |1 | B
. T T e ——————_ [ i
E Evaluation evidence: ....... i §
i . L o2 T |
i (b) Bglanced i $th o 0;:?!51.6113 : ?:% Tr Annotations i
 Position Calibration | |1 Scores O /AS S]Stenﬂi L T o g\ e Sy |
I I [ttt et ———————— | 1
i : . Evaluation evidence: ....... | i i
I S . The scores of Assistentl : S,  —++ S — - —— .
f \ : : Lol ' L P
i - (@72 rl)i : ey | Compare the | |
I ORREETINIE =~ 00 | e b e o
Il SHE i i . Evaluation evidence: ....... i {Calibrated Scores; |
LT i . The scores of Assistent] : SZ, ——‘-I i CSy1 and €Sy i
| i The scores of Assistent2 : $'2, | X . TSN ]

37
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Experiment
Xp : / Setup \

Dataset: Annotated “win/tie/lose” for ChatGPT and Vicuna-13B

on 80 Vicuna questions

EVALUATORS  METHODS ACCURACY KAPPA COST Models: ChatGPT (gpt-3.5-turbo) & GPT-4 (gpt-4)
Human 1 - 68.8% 0.50  $30.0 . I S Tem : :
Human 2 ) 26.3% 082 $30.0 Temperature: 0 (deterministic), 1 with k=3 (multiple evidence)
Human 3 - 70.0% 0.50  $30.0 Metrics: Accuracy & kappa vs. human annotations
Human A - 71.7% 0.54  $30.0 .

_n eTeT 4 won-BPC: Randomized response order, 100-run average /
GPT-4 VANILLA 52.7% 0.24  $2.00
GPT-4 EC (k = 1) 56.5% 0.29  $2.00
GPT-4 MEC (k = 3) 58.7% 0.30  $3.19
GPT-4 MEC (k = 6) 60.9% 033 $4.98 e Human annotations are consistent
GPT-4 MEC (k = 3) + BPC (k = 3) 62.5% 0.37  $6.38
GPT4 MEC(k=3)+BPC(k =3 +HITLC(B=20%) 738% 056 $23. e GPT-4 aligns better with human judgments than ChatGPT
ChatGPT VANILLA 44.4% 0.06 $0.10 Calibrati I t

°

ChatGPT EC (k = 1) 52.6% 0.23  $0.10 1bration lmprovements
ChatGPT MEC (k = 3) 53.2% 0.24  $0.17 . o
Chat(IPT MEC (¢ = 6) Py 197 8098 - MEC + BPC improves ChatGPT accuracy by 14.3% and kappa from
ChatGPT MEC (k = 3)+ BPC (k = 3) 58.8% 031 $0.34
ChatGPT MEC (k = 3)+ BPC (k = 3) + HITLC (8 = 20%)  71.3% 052  $183 0.06 t0 0.31

- MEC (k=3) + BPC (k=3) outperforms MEC (k=6), indicating that
positional bias is effectively reduced
e By adding 20% human assistance, ChatGPT achieves similar human

38
alignment with 39% cost reduction (from $30 to $18.3)
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Analysis

0.6
oe V/\,—<

—— Accura
0.4 uracy
- Kappa
0.3 D
| *
0.2 -
1 3 5 7

(a) evidence number k

e ﬁ‘*\\‘
0.5

—— Accuracy
0.4 — Kappa
03—
H\-\"'H
0.2 ™~
0.2 0.6 1.0 1.4

(b) temperature t

e k =3 for best balance of performance and API cost

e Best temperature range: 0.6 - 1.0 for optimal alignment

- low temperature eliminates the randomness of sampling,

weakening the effect of MEC, while high temperature

compromises the quality of generation results.

39

Accuracy for Different Thresholds

.50

0,75 1

Ape UFBCY

RN R

(65

—+— BPDE
Vanilla DE
—+— Random

(LG =

(.55 4

[IP IllJ EI[F .1II'.I -1.1! SI[P
Threshold Top-p
BPDE outperforms Random and Vanilla DE
Being sensitive to position, the results of BPC can significantly
improve the performance of HITLC compared to relying solely

on the results of MEC
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A+
P ) by

Analysis

TEMPLATES METHODS Acc. Kar. C.R
SCORING VANILLA 44.4% 0.06 82.5%

e [Extend the analysis to Comparing template

e The calibration methods reduce the 6% accuracy gap

SCORING MEC 53.2% 0.24 35.0% .
SCORING MEC + BPC 588% 031 N/A and conflict rate of the VANILLA method of two
COMPARING VANILLA 502% 0.18 50.0% templates, enhancing LLM robustness

COMPARING MEC 54.8% 027 42.5%
CoMPARING MEC+BPC 60.0% 035 N/A

1.0
EIHD Chne(PTMEC B
Z2 Ot Vamlle

10
WD GIT-4MECNIX
23 GPTANVamila

e Fine-grained analysis of evaluation quality

e GPT-4 outperforms ChatGPT in areas like common

Accuracy
Accuracy

sense, coding, and math

e MEC+BPC strategy significantly improves the

performance of ChatGPT on complex tasks, achieving

good results with low API cost
40
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Contribution and Conclusion

e Revealed positional bias in LLM evaluations, which affects fairness and reliability.
e Developed a calibration framework with three strategies to mitigate bias, improving alignment with human

judgments.

alignment with human judgments.

e Limitations - Did not explore underlying causes of bias, which could be the future direction of research.

e [Experiments and manual annotations on the Vicuna benchmark to validate the effectiveness and show improved

/
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Introduction

e Need for Comprehensive Evaluation: Current benchmarks lack scope, missing many aspects of language model

capabilities, risks, and limitations, underscoring the need for a holistic approach

e Diverse Scenarios and Metrics: Language models must be evaluated across varied application scenarios,

balancing multiple metrics like accuracy, robustness, and fairness for a well-rounded assessment

e Importance of Standardization: Consistent, standardized evaluation is critical for fair comparison across

models, enabling a clearer understanding of their relative strengths and weaknesses



McKelvey School of Engineering at Washington University

The importance of the taxonomy to HELM

Previous work

Benchmark

Natural
Questions

XSUM
IM0B
MS MARCO
CivilComments

WikiText-103
WebNLG

ANLI

44

Scenarios
Task What Who When
Qnst:io& Wikipedia Web users 2018
Review Gender
Summari Movie Women 2011
zation Product Men
Race
Sentiment Black
analysis News White 2 i
Social Age
Information Twitter Children Pre-
retrieval Reddit Elderly Internet

HELM

Language

English

Finnish

Chinese

Swahili

Natural
Questions

IMDB

Input
perturbation

None

Robustness
Typo

Fairness
Gender
Dialect

Metrics

Output

measure

Accuracy
Exact Match
F1
ROUGE

Toxicity
Toxicity

Efficiency
Idealized
Denoised
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Many metrics for each use case

Previous work HELM
.
Metric . Metrics
: Accuracy Calibration Robustness Fairmess  Bias  Toxicity Efficiency
A S L N 2 A K 22 B A B A B A B
g XSUM ¢/ Giccuracy) E E IMDB Vv v v v v v v
E A:uelr*:ar*lieiq.ﬁ. Vﬂﬁnbustnessj E E QE::?EL V V‘ V &, V “ V
Eren yow | | B v v v v v v v
BBO ¢/ @iss) : XSUM v v v v

In comparison to most prior benchmarks of language technologies, which primarily center accuracy and often relegate
other desiderata to their own bespoke datasets (if at all), in HELM we take a multi-metric approach. This foregrounds

metrics beyond accuracy and allows one to study the tradeoffs between the metrics.
45
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25 high-level findings

e 1. Benefits of Instruction-Tuning e 14. Linguistic Understanding

e 2. Model Accuracy and Access Levels e 15. Knowledge

e 3. Calibration e 16. Reasoning

e 4. Robustness and Fairness Perturbations e 17. Memorization of Copyrighted Content
e 5. Performance Disparities e 18. Disinformation Generation

e 6. Generative Harms e 19. Targeted Biases

e 7. Accuracy vs. Efficiency e 20. Toxicity Generation

e 8. Question Answering e 21. Comprehensiveness

e 0. Information Retrieval e 22 Prompt Sensitivity

e 10. Summarization e 23. Multiple Choice Adaptation Method

e 11. Sentiment Analysis e 24. Upstream Perplexity and Downstream Accuracy
e 12. Toxicity Detection e 25.Trends for Model Scale

e 13. Miscellaneous Text Classification

47



McKelvey School of Engineering at Washington University

48

Metrics

" derney
©

Accuracy and precision

\of the model /

/ Uncertainty & \

Calibration

Calibration and model

@certainty /

/ Robustness \

d

Model performance in the

face of disturbances or

\l@lsual inputs /

/ Fairness \

e

Fairness of the model to

@ﬁerent social groups /

/Bias & Stereotypes\

2o

Social biases and stereotypes

in generated content of

models /

Qmodel output

/ Toxicity \

S

Harmful or offensive content

)

/ Efficiency \
A
N2

Energy and computational

costs of the model in the

{aining and inference ph@
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Metrics - Robustness

Original input: If a series, vy, follows a random walk,
what is the optimal one-step ahead forecast of y?

{A) The current value of y (B) Zero (C) One

1 Typo; synonym, etc.

-~ Model prediction

Perturbed input: if a series, y, follows a random
walk, what's the best one-step ahead forcast of y?

(A) The current value of y (B) Zero (C) One

Model prediction

49

Invariant?

Models face diverse, noisy inputs (e.g., typos, syntax changes) that
can degrade performance.

Measure worst-case performance across input transformations.

Invariance
Tests stability under small, meaning-preserving changes (e.g.,
typos, capitalization).

Used in text classification, QA, and info retrieval.

Equivariance
Tests if changes in semantics lead to appropriate changes in the
model’s behavior.
Uses Contrast Sets, such as datasets in the BoolQ question-

answering and IMDB sentiment analysis scenarios.
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Metrics - Fairness

Model prediction
Original input: Starting a campfire: He bends

down and tries to start a fire, but it doesn't light. ;hlﬁgkf;ans
He tries again with another match. The fire
1 Gender substitution Invariant?
Model prediction
Perturbed input: Starting a campfire: She bends then starts
down and tries to start a fire, but it doesn't light. quickly -
She tries again with another match. The fire :

50

Fairness ensures technology positively impacts social change.
Evaluation Methods

Counterfactual Fairness: Tests model’s behavior on modified social
group attributes (e.g., race, gender).

Performance Disparities: Compares accuracy across groups using
group-level metadata.

Discussion

Should models adapt to specific dialects (e.g., African American
English)?

Should models match input language variety or use a standard?
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Targeted Evaluations

/ Language \

N

Evaluates English

understanding through

\ language modeling and )

/ Knowledge \

5 0

-

!]il}l]:f

Tests knowledge via

\text completion

question answering and

/

/ Memorization &\

Copyright
AEE
S
(9

Checks for memorization

\of copyrighted content /

/ Disinformation \

-]

Assesses risk of generating

\false information /

/ Reasoning \
it

Assesses reasoning skills in

synthetic and real-world

= Y

/

Bias

¥

Qodel output

\

Identifies potential biases in

/ Toxicity

o9

/

harmful content

~

Evaluates risk of producing

)
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Targeted Evaluations - Knowledge

Assess practical knowledge using
4[ Knowledge-intensive QA existing QA benchmarks that

require significant knowledge.

Datasets

HellaSwag, OpenBookQA: General common sense
TruthfulQA: Focus on factuality
MMLU: Specialized knowledge across 57 domains

[ Evaluation }7

52

Evaluate model knowledge

. independently from language
Fact completion
understanding/reasoning by

\(humanities, social sciences, STEM).

)

Based on Wikidata, covering 12 domains and 86

relationship types.

\using simple factual prompts. /

Example: The capital of Franceis__ .

5-shot Accuracy@K: Measures if the ground-truth

\label is among the model’s top K predictions.

~

)

Challenge: Multiple correct answers (e.g., different names or aliases for the same entity)
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Experiment

Scenarios
® MMW @® NaturalQuestions (closed-book) ® HellaSwag @ MS MARCO (regular) @ XSUM @ CivilComments
® BoolQ @® NaturalQuestions (open-book) OpenbookQA MS MARCO (TREC) @ IMDB ® RAFT
® NarrativeQA @  QuAC ® TruthfulQA @® CNN/DailyMail
0.8 @ 1.0 1.0
—
S 0.6 ° « 0.8 0.8
= o oo 0 -
3] o ® 0.6 0 0.6
k=) 0.4 «a® & : 2 ]
=) ° - < 3 0.4 E 0.4
E ) .‘ C o ©
8 0.2 SO om W& “ o 2
- 'ﬁal' 5 2 i < 0.2 0.2
|®) ® El
¢ H e %
0.0 £y b e 0.0 0.0
00 02 04 06 08 1.0 00 02 04 06 08 10 00 02 04 06 08 10
Accuracy Accuracy Accuracy
05 ~=—@=—m———— 0O W e 0.035 o 25 °
- © -h
- 0.030 ® 2
“ 0.4 ° v 20
a o 0.025 o
(<] L Y - ()]
= 0.3 o 0.020 a o % E1s °
< ~ ? % . ° i o 2 -
c ‘% "’\ 2 5z 0.015 of® 9
@ 0.2 ° o "“‘“ B - o ° 3 g 10
= Y L Rl Y F o.010 o
z o8 ® B T s
8 01 e 0.005 02" L0 =
@ ‘Mm -
g 0.000 ¢ » 0 :
00 02 04 06 08 10 00 02 04 06 08 10 00 02 04 06 08 10

Accuracy Accuracy Accuracy
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Experiment

"‘b a
o® $9° Ca =2e
2
o SO

A \4
© " g o SR

1.0 \'\-’% oG

AEEEXEERREXXRRE

5 0 1 5 o 3 5 o
202%° 202007 e o ean® e e e
Release date

. Model accuracies as a function of time

IMDB

BoolQ

HellaSwag

NarrativeQA

RAFT

MaturalQuestions (open-book)
CivilComments

MS MARCO (TREC)

TruthfulQA

OpenbookQA

MMLU

QuaAcC

MS MARCO (regular)
MaturalQuestions (dosed-book)
XSUM

CNMN/DailyMail
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Experiment

1.0

IMDB

BoolQ

HellaSwag

NarrativeQA

RAFT

NaturalQuestions (open-book)
CivilComments

MS MARCO (TREC)

TruthfulQA

OpenbookQA

MMLU

QuAC

MS MARCO (regular)
NaturalQuestions (closed-book)
XSUM

CNN/DailyMail

o
o
Cose® 0 6 o

Accuracy

o
'S
®

©

0.0

109 10%° 10!
# Parameters

ARA 8 REARRZARE ],

Relationship between Model Parameter Size and Best Model Accuracy
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