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Background - Motivation

- Factual Error (Christian, 2023)

- Fake News (Dugan et al., 2022)

- Education (Perkins et al., 2023)

- Social harm (Kumar et al., 2023)

https://web.archive.org/web/20230124063916/https://futurism.com/cnet-ai-articles-label
https://arxiv.org/pdf/2212.12672
https://arxiv.org/pdf/2305.18081
https://aclanthology.org/2023.eacl-main.241.pdf


Background - Task Definition

Source: A Survey on LLM-Generated Text Detection: Necessity, Methods, and Future Directions (Wu et al. 2023)

https://arxiv.org/pdf/2310.14724


Background - Metrics

Source: A Survey on LLM-Generated Text Detection: Necessity, Methods, and Future Directions (Wu et al. 2023)

https://arxiv.org/pdf/2310.14724


Background - Detection Scenarios

- Black-box = Proprietary Model
- E.g. GPT, Claude

- White-box = Have partial/full 
access to the model. (especially 
log probability)

- E.g. Llama

Source: A Survey on Detection of LLMs-Generated Content (Yang et al. 2023)

https://arxiv.org/abs/2310.15654


DetectGPT: Zero-Shot 
Machine-Generated Text Detection using 
Probability Curvature (ICML 2023) 
Eric Mitchell, Yoonho Lee, Alexander Khazatsky, Christopher 
D. Manning, Chelsea Finn

[Paper]

https://arxiv.org/abs/2301.11305


Zero-shot & Partial White-box
Problem: Detect whether a piece of text, or candidate passage x, is a 
sample from a source model pθ.

Zero-shot Setting:
- ❌Don’t have additional access to human-written or generated sample 

to perform detection.
- ✅No training needed.

Partial White-box: 
- ❌No access to model architecture or parameters
- ✅Access Scoring / Logits / Probability function



Recap on LLM
- Autoregressive
-

Image Source: 
https://protodave.com/tools/how-to-use-the-openai-api/
Source:
Improving Language Understanding by Generative 
Pre-Training

https://protodave.com/tools/how-to-use-the-openai-api/
https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf


Key Observation

A simple hypothesis: 
“minor rewrites of model-generated text tend 
to have lower log probability under the model 
than the original sample, 

while minor rewrites of human-written text 
may have higher or lower log probability than 
the original sample.”

Source: DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature (Mitchell et al. 2023)

https://arxiv.org/pdf/2301.11305


Proposed Approach
Step 1. Perturb original text corpus x 
(minor changes)

Step 2. Use GPT-3 (original generator) 
to produce log probability of each 
perturbations.

Step 3. Compare the original x with each 
perturbed sample x̂. If the log ratio is 
high, sample x is likely machine 
generated

Source: DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature (Mitchell et al. 2023)

https://arxiv.org/pdf/2301.11305


DetectGPT Algorithm

Source: DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature (Mitchell et al. 2023)

Perturbation function  that 
gives a distribution over x̂

Calculate average log 
probability of the perturbed 
passages x̂ under the model pθ
 
 

Perturbation discrepancy
 
 

https://arxiv.org/pdf/2301.11305


Preliminary Experiments
- Human rewrites? No, another mask-filling model will do the 

perturbation job. (i.e. T5-3B)
- Dataset: 500 news articles from XSum dataset.
- Masking ratio: 15%

Source: DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature (Mitchell et al. 2023)

https://huggingface.co/google-t5/t5-3b
https://paperswithcode.com/dataset/xsum
https://arxiv.org/pdf/2301.11305


Experiment Details
Datasets: Six dataset

- From different domains: news articles (XSum), Wiki (SQuAD), 
creative writing (Reddit WritingPrompt dataset), English and 
German splits of WMT16, long-form answers (PubMedQA).

- 150-500 examples for each.
Metric:

- AUROC
- the probability that a classifier correctly ranks a randomly-selected positive (machine-generated) 

example higher than a randomly selected negative (human-written) example

Hyperparameters:
- Mask rate = 15%

Source: DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature (Mitchell et al. 2023)

https://arxiv.org/pdf/2301.11305


Experiment Results

Log probability (Gehrmann et al.): uses the source model’s average token-wise log probability 
Token ranks (Solaiman et al.): use the average observed rank or log-rank of the tokens
Predictive entropy (Ippolito et al.): same as Token ranks

Source: DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature (Mitchell et al. 2023)

https://aclanthology.org/P19-3019/
https://arxiv.org/ftp/arxiv/papers/1908/1908.09203.pdf
https://aclanthology.org/2020.acl-main.164/
https://arxiv.org/pdf/2301.11305


Compare to supervised detectors

Source: DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature (Mitchell et al. 2023)

https://arxiv.org/pdf/2301.11305


Variants Detection Task - 1
- Detecting paraphrased machine-generated text

Human: manually edit or refine machine-generated text
Simulation: replace 5 word at a time, until r% of the text has 
been replaced.



Variants Detection Task - 2
- Detection when the source model is unknown.

Use a different llm model for scoring

Source: DetectGPT: Zero-Shot Machine-Generated Text Detection using Probability Curvature (Mitchell et al. 2023)

https://arxiv.org/pdf/2301.11305


Thinking of this paper
Good paper✅:

- An intuitive hypothesis based on LLM 
architecture and previous work.

- Idea→method→algorithm→rigorous proof
- Extensive experiment & Comparison

Concerns🤔:
- Will performance decrease when temperature increase? Mask ratio?
- Less performant when LLM generating the text and scoring LLM is different.
- Access to token logits (Claude..)



A Watermark for Large Language Models 
(ICML 2023)
John Kirchenbauer, Jonas Geiping, Yuxin Wen, Jonathan 
Katz, Ian Miers, Tom Goldstein

 [Paper]

https://icml.cc/virtual/2023/oral/25524


Intro
Two Stage:
- A hidden pattern when 

generating the passage.
- A detection algorithm can 

discover watermark.

Word List:
- Green: Word free to use.
- Red: Word prohibit to use 

(decided by algorithm).
Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


A Simple Watermark - Hard Red List

Generation Stage

Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


Simple Watermark- Cont
Statistical Z-test Detection Stage

Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


Drawback - Hard Red List 
Some text must be used! -> Low entropy
Otherwise the LLM is generating nonsense.

Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


A more sophisticated watermark
Soft watermark:
- Add a constant δ to the 

logits of green list 
Effect:
-

Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


Soft Red List Watermark
Green list and red list portion 
(50/50 for hard red list watermark)

LLM generate the logits, 
before softmax

Add hardness parameter δ to green list 
logits. 

High-Entropy: Green token list are more 
likely to appear in the output. 

Low-Entropy: Not affected, since a single 
token has very high logits and dominates, 
adding δ has no effect

Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


Experiments
Model: OPT-1.3B model (Zhang et al., 2022)

- Measuring watermark strength
- type-I errors (human text falsely flagged as watermarked)
- type-II errors (watermarked text not detected)

Datasets and Prompts:  C4 dataset(Raffel et al., 2019)
- trim a fixed length of tokens from the end
- remaining tokens are a prompt

Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


Experiments

Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


Experiments

Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


Experiments

Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


Attacking Watermark

Source: A Watermark for Large Language Models (Kirchenbauer et al. 2023)

https://arxiv.org/pdf/2301.10226


Thinking of this paper
Good paper✅:

- Did a good job with using statistical to establish reliable watermark, while 
keep consider the use case (low/high entropy, attacks, failure)

Concerns🤔:
- Very misleading on their first bullet point 

of contribution: 
- No model parameter access 

needed in detection stage
- But you still need full model access 

in generation stage
- Might not work well for low-entropy task 

like code generation, even affect quality.
- Will commercial LLM use this design?
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