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Motivation

Context:

● Growing use of Language Models (LMs) in open-ended applications such 
as dialogue agents and writing assistants

● Subjective queries do not have “correct” responses.
● With conditioning on demographic attributes, LMs can mimic certain 

tendencies of corresponding groups.

Key Evaluation:

● whether models are human-aligned broadly
● identify whose opinions are reflected



Framework

A general methodology to convert multiple-choice public opinion surveys into 

datasets for evaluating LM opinions.

Human opinion distribution: aggregation of responses over a set of human 

respondents

● F(h,q): one answer that every individual (h) must select for each question (q)

● wh: weights

● two different sets of respondents
○ all survey respondents (O)

○ a demographic group “Democrats” (G)



OpinionDA Dataset 

Construction:

● experts who identify topics of public interest and carefully design questions to 

capture the nuances of the topic

● 1498 questions across various topics, with responses from 60 demographics 

groups

● multiple-choice public opinion surveys that can be converted to LM 

prompts



OpinionQA Dataset 

Apply the methodology to the annual “AMerican Trends Panel” (ATP) polls 

conducted by Pew research to build the Opinion QA dataset

● each poll contains a set of multiple-choice questions and answers from 

respondents along with their demographic information

● for each of 60 demographic groups, obtain per-question overall and group-

level human opinion distributions



Metrics for human-LM alignment

Representativeness:

● How aligned is the default LM opinion distribution with the general US 

population?

Steerability:

● Can an LM emulate the opinion distribution of a group when appropriately 

prompted?

Consistency:

● Are the groups LMs align with consistent across topics?



Measuring human-LM alignment

1. prompting the model

● format each question into the prompt template



Measuring human-LM alignment

1. Prompting the model

● evaluate LMs in two setting
○ representativeness: prompt the model without added 

context

○ steerability: supply demographic information

■ QA - a response to a previous multiple-choice 

survey question

■ BIO - a free-text response to a biographic 

question

■ PORTRAY - The LM is instructed to pretend to 

be a member of a said group



Measuring human-LM alignment

2. Extract the distribution of model 

opinions

● obtain the next-token log probabilities

● measure the log prob assigned to 

each of the answer choices



Measuring human-LM alignment

3. Evaluate the model’s response

the 1-Wasserstein distance (WD): the minimum cost for transforming D1 into D2

● project the ordinal answer choices to a metric space suitable for WD
○ map them to the corresponding positive integers: 

■ omit the ‘Refused’ option’ in computing WD

■ if the last option is hedging  (e.g., “Neither” and “About the same”), we map it to the to 

mean of the remaining ordinal keys



Measuring human-LM alignment

● Define alignment between two opinion distributions D1 and D2 on a set 

of questions Q as:

○ N - number of answer choices excluding refusal

○ this metric is bounded between 0 and 1

■ 1 - perfect match between D1 and D2

● Use this metric to compare the LM opinion distribution to that of all survey 

respondents and that of specific groups



Whose views do current LMs express?

9 LMs with different providers (OpenAI and AI21 Labs):

● base LMs, that have only been pre-trained on internet data (ada, davinci, 

davinci, j1-grande and j1-jumbo)

● human feedback (HF)-tuned LMs that have been adapted to be more 

human-aligned using supervised or reinforcement learning (text-* and j1-

grande-v2-beta)



Representativeness

● Define the representativeness of an LM with respect to the overall 

population as the average alignment —across questions—between the 

default opinion distribution of the model and that of the overall population:

● define the group representativeness of an LM w.r.t. to a particular 

demographic group G as:

● A higher score - the LM is better aligned with the distribution of viewpoints 

held by the overall US populace (that group)



Representativeness

None of the models are perfectly representative of the general populace (of survey 
respondents).

● More recent models trained to be more human aligned are actually worse—cf. 
OpenAI’s text-davinci-003 and davinci models.

■ ‘human (worst)’ vs all the LMs

■ pairs of demographic groups from specific topics



Group Representativeness

● line up with the demographics of the crowdworkers reported in OpenAI ’s 

InstructGPT paper (Ouyang et al., 2022)

● predominantly young Southeast Asian and White with a college degree



Model Representativeness

● Human-feedback tuned models (and most notably text-davinci-003) are 

less representative of overall opinions (left)

● its opinion distribution seems to converge to the modal views of liberals and 

moderates (right)



Steerability

Measure steerability as the average opinion alignment, across dataset 

questions, between an LM and a particular demographic group G.

● LM opinion distribution conditioned on the group-specific context -

● A higher score - the model is better aligned to the opinions of the given group



Steerability

● steer current LMs towards one demographic group

● points above x=y: model’s opinion alignment improves under steering

● Steering does not solve opinion misalignment.



Consistency

● Are the views expressed by LMs consistent across topics?
● First identify the group which a model best aligns to across topics as:

● Then define consistency as:

● a higher score - the model agrees with the views of the same subgroups 
across all topics



Consistency

● the base models from both providers and the RLHF-trained text-davinci-003 

from OpenAI seem to be the most consistent

● the overall consistency scores of current LMs are fairly low - they are 

expressing a patchwork of disparate opinions



Conclusion

Using OpinionQA dataset, identify a number of ways in which LMs are not well-

aligned with human opinions

● overall representativeness with respect to people in the US

● subgroup representativeness on groups such as 65+, Mormon, and widowed

● steerability



Limitations

Limitations of alignment

● LMs that perfectly represent human opinions may not necessarily be 

desirable as they may also, in the process, replicate human biases.

Limitations of the ATP and surveys

● American Trends Panel survey targets individuals in the US

Limitations of the multiple-choice format

● it differs from the open-ended text generation setting



“Kelly is a Warm Person, Joseph is a Role Model”: Gender 

Biases in LLM-Generated Reference Letters
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Gender bias in sample LLM’s text generation 



Motivation

● Context
○ The rise of large language models (LLMs) like ChatGPT has led to innovative real-world 

applications for professional documenting, including the generation of reference letters.  

○ However, these models may introduce gender biases, raising concerns about fairness when 

such generated content is used in professional settings.

● Key Question
○ What types of gender biases are evident in LLM-generated reference letters?

○ How do these biases affect the overall quality and effectiveness of reference letters?



Types of Biases

The research team then defined two aspects of biases in LLM-generated 

reference letters:

● Biases in Lexical Content:
○ Differences in the specific words

● Biases in Language Style:
○ Differences in the overall style of language 

Additionally, to separately study biases in model-hallucinated information for CBG 

task: 

● Hallucination Bias: 
○ Biases emerging in the information fabricated by the LLMs



Methodology for Biases in Lexical Content

● Odds Ratio (Sun and Peng, 2021)

● Larger OR: mean that an adjective is more salient, in male letters than female 

letters. 



Methodology for Biases in Language Style

Three aspect to measure biases in language style:

● Language Formality

● Language Positivity 

● Language Agency (novel concept in NLP)

Measure biases in language style through t-testing on language style differences 

between the male set and the female set:

● A small value of blang that is lower than the significance threshold indicates 

the existence of bias



Methodology for Hallucination Bias

● Use an NLI model to determine the entailment between each premise-

hypothesis pair. 

● Conduct statistical t-testing between only the hallucinated content and the 

full generated document. 



Task Formulation

The research team first defined two scenarios of reference letter generation:

● Context-Less Generation (CLG): The LLM receives minimal input (name, age, 

occupation) to isolate underlying biases.
○ The CLG reveals inherent biased towards simple gender to examine underlying biases in 

models. 

● Context-Based Generation (CBG): The LLM is provided with a biography, 

simulating how users typically use these tools.
○ The CBG simulates how users typically utilize LLMs to facilitate Letter writing 



Experiments (CLG)

● CLG Generation

● Generated a total of 120 CLG- based reference letters

● Conducted OR calculations for Biases in Lexical Content



Results and Evaluation (CLG)

● Biases in Lexical Content

● Calculate OR for words belonging to gender-stereotypical traits, instead of for 

single words

Male stereotypical traits 

have higher odds of 

appearing in male letters.

Female stereotypical 
traits have higher odds

of appearing in female 

letters.



Experiments (CBG)

● Data preprocessing
○ Utilized WikiBias (Sun and Peng, 2021), a personal biography dataset

○ Preprocessing by gender swapping and name swapping

➢ Generated 6028 

generations for 
ChatGPT 

➢ Generated 4228 
successful 

generations for 
Alpaca



Experiments (CBG)

● Classifier uilitization: 
○ For Language Formality, apply off-the-shelf language formality classifier that is fine-tuned on Grammarly’s 

Yahoo Answers Formality Corpus (GYAFC) (Rao and Tetreault, 2018)

○ For Language Positivity, apply an off-the-shelf language sentiment analysis classifier that was fine-tuned on 

the SST-2 dataset (Socher et al., 2013)

○ For language Language Agency (novel in NLP), use ChatGPT to synthesize a language agency classification 

corpus and use it to fine-tune a transformer based language agency classification model

● Hallucination detection: 
○ Implement an off-the-shelf RoBERTa-Large-based NLI model from the Transformers Library that was fine-

tuned on a combination of four NLI datasets: SNLI (Bowman et al., 2015), MNLI (Williams et al., 2018), 

FEVER-NLI (Thorne et al., 2018), and ANLI (R1, R2, R3) (Nie et al., 2020). 

○ Then identify bias exacerbation in model hallucination along the same three dimensions of language style 



Results and Evaluation (CBG)

➢ Use WEAT that takes 

two lists of words and 

verifies whether they 

have a smaller 

embedding distance 

with female or male 

stereotypical traits.  

● WEAT score result reveals that the most salient words in male and female documents are 

significantly associated with gender stereotypical lexicon

● Biases in Lexical Content



Results and Evaluation (CBG)

● T-testing results shows that male documents are significantly higher than female documents 

in all three aspects: language formality, positivity, and agency. 

● Biases In Language Style:



Results and Evaluation (CBG)

● Both ChatGPT and Alpaca demonstrate significant hallucination biases in language style.

● Hallucination bias:

➢ ChatGPT hallucinations:

○ significantly more formal and positive for male 
○ significantly less agentic for female 

➢ Alpaca hallucinations:

○ significantly more positive for male

○ significantly less formal and agentic for 

females 



Conclusion

● Gender biases do exist in LLM-generated reference letters

● When given insufficient context, LLMs default to generating content based on gender 

stereotypes (CLG)

● Even when detailed information about the subject is provided, LLMs tend to employ 

different word choices and linguistic styles when describing candidates of different 

genders (CBG)

● LLMs are propagating and even amplifying harmful gender biases in their hallucinations



● Mitigate the identified gender biases in LLM-generated recommendation letters. 

● Explore broader areas of our problem statement

● Reduce and understand the biases with hallucinated content and LLM 

hallucinations is an interesting direction to explore

Future directions

Limitations:

● Only consider the binary gender 

● Primarily focuses on reference letters

● Only experiment with the ChatGPT API and 3 other open-source 

LLMs



Men Also Like Shopping: Reducing Gender Bias 

Amplification using Corpus-Level Constraints

Jieyu Zhao§ Tianlu Wang§ Mark Yatskar‡ Vicente Ordonez§ Kai-Wei Chang§
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Gender bias in sample LLM’s Visual labeling  

● 45% of verbs and 37% of objects show gender bias >2:1, as seen in biased examples like cooking 

activities in imSitu.

● Cooking is over 33% more likely to involve females than males in a training set, and a trained model 

further amplifies the disparity to 68% at test time (amplifing biases)



Motivation

● Context
○ Web-sourced data contains implicit societal biases, such as gender stereotypes, which are 

reflected in the datasets used for training.
○ In Visual recognition tasks, Structured prediction models trained on these biased datasets 

learn and reinforce these biases by exploiting correlations between labels and visual input.
○ As a result, models amplify existing biases, leading to biased predictions and outcomes in 

tasks like multilabel object classification and visual semantic role labeling.

● Proposed solution
○ Propose to inject corpus-level constraints for calibrating existing structured prediction models 

and design an algorithm based on Lagrangian relaxation for collective inference 



Framework

● Develop a framework to quantify and reduce bias in vSRL (Visual Semantic Role 

Labeling) and MLC (Multilabel Object Classification) tasks.

● Focus on gender bias, with imSitu and MS-COCO showing significant bias, e.g., in 

verbs like "cooking."

● Propose RBA (Reducing Bias Amplification) to limit gender bias in model predictions.

● Apply corpus-level constraints and Lagrangian relaxation to adjust biased co-

occurrences for Calibration.

● Demonstrate substantial reduction in bias amplification for both tasks.



Calibration Algorithm: Constraints



Calibration Algorithm: Lagrangian Relaxation

➢ RBA effectively 

reduces bias 

amplification in vSRL 

(imSitu) and MLC 

(MS-COCO) without 

impacting model 

performance.



Experiment Setup



Results: Bias Analysis

● Both imSitu and MS-COCO datasets are heavily gender-biased.

● Models trained amplify existing gender biases during evaluation:

○ Bias amplification is linked to the initial level of bias

○ Highly biased objects and verbs show greater bias amplification.



Results: Calibration Analysis (VSRL)

● Bias Reduction:

○ Verbs exceeding original bias by 5% decreased by 30.5%.

○ Overall bias amplification reduced by 52%.

● Performance:

○ Maintained high top-1 semantic role accuracy with minimal impact.

○ Reduced distance from training distribution by 39%.

● Limitations:

○ Lower reduction in areas with low initial training bias.



Results: Calibration Analysis (MLC)

● Bias Reduction:

○ Objects exceeding original bias by 5% reduced by 40%.

○ Bias amplification decreased by 31.3%.

● Performance:

○ Maintained top-1 mean average precision.

○ Reduced bias amplification consistently across different initial bias levels.

○ Test set results showed a 47.5% reduction in bias amplification.



Results: Calibration Analysis 
Viol. (Violations):

● Instances where bias exceeded acceptable 

levels.

● Lower values with RBA indicate fewer violations 

and improved calibration.

Amp. bias (Amplified Bias):

● Average level of bias amplification.

● Significant reduction with RBA, showing 

effective bias control.

Perf. (%) (Performance):

● Model accuracy, measured as:

○ Top-1 Semantic Role Accuracy (vSRL)

○ Top-1 Mean Average Precision (MLC)

● Minimal performance impact, indicating RBA 

maintains accuracy.



Conclusion

● Structured Prediction Models can make accurate predictions with limited evidence but risk 

amplifying social bias in training data.

● Proposed Framework: A method to visualize and quantify biases, introducing RBA to reduce bias 

in predictions.

● Findings:

● RBA effectively reduces this bias.

a. with minimal loss in recognition performance

b. Effective across varying levels of initial training bias.

Future Work

● Explore if different models amplify bias differently.

● Investigate additional methods for bias measurement and reduction.

● Apply bias-reduction techniques to other structured tasks (e.g., pronoun resolution)



Red Teaming Language Models with Language Models
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Motivation

Key Points:

● Harmful LM behaviors in production (e.g., offensive responses, data leakage).

● Limitations of manual testing due to cost and coverage.

Goal: Describe the aim to automate harmful behavior detection using another LM.



Overview of LM-Based Red Teaming Approach

Method Summary:

● Use one LM (red team LM) to generate test 
cases.

● Evaluate the target LM’s responses with a 
classifier for offensive content.

Key Steps:

1. Generate test cases with a red LM.
2. Get target LM responses.
3. Classify harmful responses using a classifier.



Related Work

Related Approaches: Manual test case generation, adversarial input crafting, crowdworker 

examples.

Contribution: Advantage of automatic LM-based red teaming over manual efforts in terms 

of scalability and diversity.



Red Team Classifier r(x, y)

Explanation:

● The classifier predicts whether an output y is harmful based on the test input x.

● Compatibility with different types of classifiers.

Technical Details: Mention training details on the Bot-Adversarial Dialogue dataset.



Test Case Generation Techniques

Methods Explored:

● Zero-shot generation, Few-shot generation, Supervised Learning, Reinforcement 

Learning.

Focus: Highlight trade-offs between diversity and difficulty.



Zero-Shot and Few-Shot Generation

Zero-Shot: Use of simple prompts to create 

test cases.

Few-Shot: Incorporate harmful outputs as 

examples to guide further generations.



Supervised Learning and Reinforcement Learning

Supervised Learning: Training on offensive 

zero-shot cases to replicate similar outputs.

RL: Use Advantage Actor-Critic method to 

maximize offensive content probability.



Experimental Setup

Setup Details:

● Test cases generated and 

evaluated on Gopher LM.

● Evaluation metrics: offensiveness 

percentage, diversity (Self-BLEU).



Offensive Language Detection Results

Findings:

● RL elicited more offensive replies than 

other methods.

● Methods differ in diversity and 

frequency of offensive responses.



Clustering and Analysis of Failure Cases

Clustering Insight:

● K-means clustering of offensive test 

cases reveals common failure modes.

Purpose: Highlight common premises 

leading to offensive replies.



Data Leakage in LM Responses

Issues Uncovered: LMs can unintentionally 

repeat training data, posing privacy risks.

Case Examples:

● Quoted responses and verbatim 

repetitions.



Generated Contact Information Leakage

● Problem Overview:

○ LM generates real or plausible 

contact information.

● Solution Suggestions: Implement 

regex filters or prompt adjustments.



Distributional Bias Detection

Approach: Automatically generate groups 

and test for bias in LM responses.

Results: Variability in offensive response 

likelihood across demographic groups.



Conclusion & Broader Impact

In Conclusion:

● LMs as tools for detecting LM failures.

● Implications for defending LMs against external adversaries.

Broader Impact Discussion: Importance of rate limits, prompt engineering, and future 

directions in improving LM robustness



Thank you for listening!

Questions?
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