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Content

• Scaling up Language Model: GPT-3
• Open-Source Model: Llama 2
• What Makes In-Context Learning Work?: Empirical Analysis
• What Makes In-Context Learning Work?: Theoretical Analysis



Limitations of the Fine-tuning Paradigm

• Requires a large number of labeled 
training examples for the down-stream 
task
• Hard to generalize to new tasks
• Computationally expensive when 

language models scale up



In-Context Learning

• Does not need model training
• Use instruction to describe the goal of 

a task
• Provide K-shot examples to the model 

at test time



In-context learning with Different Labels



https://arxiv.org/pdf/2005.14165

https://arxiv.org/pdf/2005.14165


Scaling up GPT Models – Architecture



GPT-3 Architecture Improvement

• Sparse attention for longer context window: 1024 → 2048

• This allows the local context and global information to propagate more 
efficiently 

Dense Attention:
Tokens attend to 
every previous 
tokens

Sparse Attention:
Tokens attend to 
sliding window



Scaling up GPT Models – Pre-Training Data

• GPT-3 is trained on ~300B tokens, compared to GPT-2 with ~40B 
tokens.

• Training objective remains the same:



Validation Set Performance
• Performance on validation set (cross entropy loss on standard 

language modeling task) follows a power-law trend with respect to 
the amount of computation in training



Test Set Performance on Few-Shot Inference

• Example of 1-shot inference:

• As language models scale up, 
their one-shot/few-shot 
performance gradually exceeds 
fine-tuned smaller-sized 
models.



Evaluation on Question Answering Tasks

• Open-domain setting: offers external sources including the final 
answer
• GPT-3 answers questions without looking at the sources



Evaluation on Reasoning Tasks

• GPT-3 achieves lower score than fine-tuned models.
• Reasoning process is commonly not explicitly stated in texts, so GPT-3 

benefits less from the pre-training stage.



Limitations of GPT-3

• Computationally expensive
• Lack of reasoning ability
• Closed-source model
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An Open-Source Model: Llama 2

https://arxiv.org/pdf/2307.09288

https://arxiv.org/pdf/2307.09288


Main Contribution

• Llama 2 is the first open-sourced model that matches closed sourced 
models’ performance.
• Llama 2 is available in multiple sizes: 7B, 13B, and 70B.



Llama 2 Improvement: Rotary Position 
Embedding
• Absolute positional 

encoding is simple, but may 
not generalize well in longer 
sequences
• Integrate relative position 

between tokens in the self-
attention matrix

RoFormer: Enhanced Transformer with Rotary Position Embedding. Su et al, 2021. 
https://arxiv.org/abs/2104.09864

https://arxiv.org/abs/2104.09864


Llama 2 Improvement: Grouped-Query 
Attention
• Multi-query attention has different key and value heads across all 

query heads. 
• Grouped-query attention instead shares single key and value heads 

for each group of query heads.



Llama 2 Performance

• Llama 2 model is not as good as proprietary models, but still very 
competitive (as a pre-trained only model)
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What makes in-context learning work?

• Which part of in-context learning makes it work?
• Experiment 1: replace gold labels with random labels 

(x, y) -> (x, y’)

Rethinking the Role of Demonstrations: what makes in-context learning work? Min et al. 2022. 
https://arxiv.org/abs/2202.12837

https://arxiv.org/abs/2202.12837


Experiment 1: Replace Gold Labels with 
Random Labels 
• Random labels only slightly hurt the performance (less than 5%)
• The model can recover the expected input labels



Experiment 2: Change Portion of Correct Labels

• Using wrong label demos is much better than no demos at all
• Using correct label demos improve the performance



Experiment 3: Varying Numbers of Examples

• A small number of examples can already improve the performance
• Larger number of examples may result in performance convergence



Experiment 4: Input Text Distribution
• Change the input example questions 𝑥!, 𝑥", … , 𝑥#  to randomly 

sampled k sentences from external corpus, paired with random labels
• Significantly hurts the performance
• Model predicting texts conditioned on original input text is closer to 

the language modeling task



Experiment 4: Impact of the Input Format

• Observation: Keeping the format of input-label pairs is the key.
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https://arxiv.org/pdf/2111.02080

https://arxiv.org/pdf/2111.02080


Overview

• Proposes a Bayesian inference view for in-context learning with a 
mathematical proof
• Suggests that language models infer the concept for the current task 

before predicting the label



Mismatch between Pre-training and In-
Context Learning
• Pre-training:
• Next Token Prediction

• In-context learning:
• Learn from examples
• How does this work?



Text Prediction as Task Recognition

• Assumption: Language 
models are retrieving a 
learned concept to do in-
context learning task
• What is a concept?
• A latent variable 𝜃 that 

describes a distribution of 
words with semantic 
relations



Reformulating Inference

• Inferring answer 𝑦	from examples 𝑆!	and question 𝑥"#$"	

• where

• and                                                                           

• 𝜃∗ is the shared prompt concept between n examples
• This indicates that language model inference is equivalent to sampling from a 

superposition of tasks

the hidden state of the first token in 𝑥!"#!



Reformulating Inference (Cont’d)

• Proving

•  Generation the input sequence

• Can be seen as generation of independent events O$ = 𝑥% , 𝑦% , 𝑜&'(%)

• 𝑝 𝑆* , 𝑥+',+ 𝜃 ≈ 	∏%-!
* 𝑝(𝑂%|𝜃)

• When context clues of all examples align, models make stronger 
assumptions about which task is being performed.



Summary

• Pre-trained Large Language Model
• GPT-3
• Llama 2

• What makes in-context learning work?
• Empirical experiments
• Theoretical analysis



Next Class

• (Multi-task) instruction tuning
• More training examples
• More complex tasks
• Train the model to be flexible to 

adapt to different kinds of task 
instructions


