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Course Announcements

• The sign-up sheet is updated: 
https://docs.google.com/spreadsheets/d/1xSCaIOjiri17V7IjP2di-
kFwbOgInPb_azBfZKeTgmc/edit 
• Since we have 2-3 students presenting for each class, we decide to let 

students collectively preparing for one 60-min presentation including 
all 4 papers. Please distribute the work among yourselves, and also 
prepare some slides on the background/related works, as well 
as future directions and challenges
• The presentation score will be given based on the whole group’s 

performance

https://docs.google.com/spreadsheets/d/1xSCaIOjiri17V7IjP2di-kFwbOgInPb_azBfZKeTgmc/edit
https://docs.google.com/spreadsheets/d/1xSCaIOjiri17V7IjP2di-kFwbOgInPb_azBfZKeTgmc/edit


Large Language Model Pre-training Framework

• ChatGPT training procedure
• Self-supervised pre-training
• Supervised training on pairs of 

human-written data (Step 1)
• Model generate multiple 

outputs for a prompt, train a 
reward model on human-
labeled ranking list (Step 2)
• Optimize the language model 

with the trained reward model 
(Step 3)

Training language models to follow instructions with human feedback. Ouyang et al. 2022.

Instruction-Tuning
(covered in this course)



Large Language Model Pre-training Framework

Training language models to follow instructions with human feedback. Ouyang et al. 2022.

• ChatGPT training procedure
• Model generate multiple 

outputs for a prompt, train a 
reward model on human-
labeled ranking list (Step 2)
• Optimize the language model 

with the trained reward model 
(Step 3)

Reinforcement Learning from Human Feedback
(covered in future courses, ~Week 5)



LLaMA: Open and Efficient Foundation 
Language Models
• ChatGPT (175B): closed-source/proprietary models where we don’t 

know about their pre-training corpus, and don’t have access to their 
pre-trained weights, and can only do inference or training through 
APIs
• LLaMA (7B/13B/33B/65B): open-source models where the pre-

trained corpus is transparent and we have full access to their pre-
trained weights
• Pre-trained Corpus: English CommonCrawl, C4, Github, Wikipedia, Gutenberg 

and Books3, ArXiv, Stack Exchange.
• Smaller models allow researchers with limited computing resources to 

understand how and why these language models work



Content

• Instruction Tuning Overview
• Instruction Tuning on Public NLP Datasets
• Instruction Tuning on Crowdsourced Datasets
• Instruction Tuning on LM-Generated Datasets
• Instruction Tuning on Mixture of Datasets



Language Models and User intents

• Language models pre-trained on large corpus not necessarily aligned 
with user intents

Inference with T5 model and instruction-tuned T5 model



Recall Finetuning
• The pre-training stage let language models learn generic 

representation and knowledge from the corpus, but they are not 
specifically fine-tuned on any form of user tasks.
• To adapt language models to a specific downstream task, we could 

use task-specific datasets for fine-tuning



Instruction Tuning

• Fine-tuning on many tasks! Teach language models to follow different 
natural language instructions, so that it could perform better on 
downstream tasks and generalize to unseen tasks!
• Fine-tuning -> Instruction Pre-training



Increasing Generalization
Category InstancesDatasetTask

new 
category

new 
examples

new 
domain

new 
skill

Few-shot 
Learning

Zero-shot 
Learning

Transfer 
Learning

Instruction 
Tuning
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Multitask Prompted Training Enables Zero-
Shot Task Generalization (Sanh et. al, 2021)

https://arxiv.org/abs/2110.08207

https://arxiv.org/abs/2110.08207


T0 Training Datasets
• Collecting from multiple 

public NLP datasets
• Training mixtures:

• QA (Question Answering 
tasks), structure-to-text, 
summarization

• Sentiment analysis, topic 
classification, paraphrase 
identification

• Held-out test set:
• Sentence completion, BIG-

Bench
• Natural language inference, 

coreference resolution, word 
sense disambiguation



Task Adaptation with Prompt Templates

• Instead of directly using pairs of input and output, add specific 
instructions to explain each task (different templates per task)
• the outputs are tokens instead of class labels



Experiments

• The multi-task trained model is called T0
• trained from T5-LM (11B model) with multitask mixture of training 

sets
• Baselines



Performance on Unseen Tasks

• For T5 and T0 models, each dot represents one evaluation prompt.



Effects of Prompt Numbers

• Increasing number of paraphrasing prompts for each task in training



Effects of More Training Datasets

• Adding more datasets consistently leads to higher median 
performance
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Cross-Task Generalization via Natural Language 
Crowdsourcing Instructions (Mishra et. al, 2021)
• Observation: conventional 

supervised models learned on 
individual datasets struggle with 
generalization across tasks
• A crowdsourced dataset: 

Natural Instructions
• human-authored instructions
• 61 distinct tasks
• 193k instances (input -> output)

• A more complete instruction 
schema
https://arxiv.org/abs/2104.08773

Shared 
across 
tasks

https://arxiv.org/abs/2104.08773


Proposed Data Schema

• “Title” provides a high-level description of a task.
• “Definition” provides the core detailed instructions for a 

task. 
• “Things to avoid” contain instructions regarding 

undesirable annotations that must be avoided.
• “Emphasis/caution” highlights statements to be 

emphasized or warned against. 
• “Positive examples” an example of desired input/output 

pair. 
• “Negative examples” an example of undesired 

input/output pair. 



An Example from the Dataset  



Crowdsourced Dataset

• 1. Randomly split the tasks (12 evaluation tasks, 49 supervision tasks)
• 2. Leave-one-category-out



Experiments: Number of Training Tasks

• Generalization to unseen 
tasks improves with more 
seen tasks



Experiments on the Data Schema
• Model: BART (140M params., instruction-tuned)

QG: Question Generation, AG: Answer Generation, CF: Classification, IAG: Incorrect Answer Generation, 
MM: Minimal Text Modification, VF: Verification



Negative Examples

• Negative examples can 
harm the result.



Experiments: Comparison with Larger Model

• Model: BART (140M params., instruction-tuned)
• Baseline: GPT3 (175B params., not instruction-tuned)

• Instructions consistently improve 
model performance on unseen 
tasks.
• When both having access to 

instructions on the held-out set, 
BART (instruction-tuned) can 
often outperform GPT3 (not 
instruction-tuned)
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Self-Instruct: Aligning Language Models with Self-
Generated Instructions (Wang et. al, 2022)
• Human-written instruction data can be very expensive!
• Can we reduce the human annotations?
• Idea: bootstrap from off-the-shelf LMs 



Self-Instruct: Aligning Language Models with Self-
Generated Instructions (Wang et. al, 2022)
• Human written seed tasks to bootstrap off-the-shelf language models 

(GPT-3)

https://arxiv.org/abs/2212.10560

https://arxiv.org/abs/2212.10560


Self-Instruct Framework

• Classify whether the generated instruction is a classification task
• Output-first: avoid bias towards one class label



Self-Instruct Framework

• Filter out instructions similar with existing ones
• Add newly generated tasks into the task pool for next iteration



Selected Tasks Generated by GPT-3



Experiment Results

• Use a GPT-3 (“davinci”) model to generate new instruction tasks, and 
fine-tune the GPT-3 model itself
• 175 seed tasks -> 52K instructions and 82K instances



Human Evaluation on User-Oriented 
Instructions

• Self-training the model by bootstrapping instruction tasks from 
limited human-written seed tasks can improve model alignment
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• Can we use a small number of data to instruct-tune a model to 
generalize to new tasks?
• Hypothesis: A model’s knowledge and capabilities are learnt almost 

entirely during pre-training, while alignment teaches it the right 
format to be used when interacting with users

LIMA: Less Is More for Alignment (Zhou et. al, 2023)



• 1000 training examples: no more distillation data and with minor 
human annotations (200)
• 750 top questions selected from community forums
• manually write 250 examples of prompts and responses to emphasize the 

response style of an AI assistant
• Finally train a 65B LLaMA model on 1000 demonstrations.

LIMA: Less Is More for Alignment (Zhou et. al, 2023)



LIMA: Less Is More for Alignment

• Quality and diversity are the keys
• Quality Control:
• Public data: select data with higher user ratings
• In-house authored data: uniform tone and format

• Diversity Control:
• Public data: Stratified sampling to increase domain diversity
• In-house authored data: Increase task/scenario



Comparing LIMA with other LLMs

• Ask human crowd workers and GPT-4 which model response is better



Quality vs. Quantity vs. Diversity

• Scaling up training data does not 
necessarily improve the model 
response quality



Quality of Long-Form Highly Structured Response
• LIMA w. or w/o 6 format constraint exmaples 
• generating a product page with highlights, about the product and how to use
• paper reviews with summary, strengths, weakness and potentials



Tulu: How Far Can Camels Go? Exploring the State of 
Instruction Tuning on Open Resources (Wang et. al, 2023)

• A comprehensive study on different instruction-tuning datasets
• Two mixtures of datasets
• Human data mixture
• Human + GPT data mixture



Comparison of Using Different Instruction 
Tuning Datasets
• There is not a single best instruction tuning dataset across all tasks
• Combining datasets results in the best overall performance



Different Base Models

• Base model quality is extremely important for downstream 
performance
• LLaMA is pre-trained on more tokens than other models 



Different Model Sizes
• Smaller models benefit more from instruction-tuning
• Instruction-tuning does not help to enhance strong capabilities 

already exist in the original model



Next Class: Language Model Reasoning


