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Chain of Thought

Chain of Thought Prompting Elicits Reasoning in Large Language Models

improves LLM to perform complex reasoning


https://arxiv.org/pdf/2201.11903.pdf

Background

* Techniques for arithmetic reasoning can benefit from generating
natural language rationales that lead to the final answer.

* LLMs offer the exciting prospect of in-context few-shot learning via
prompting.



Proposed solution

* we explore the ability of language models to perform few-shot prompting
for reasoning tasks, given a prompt that consists of triples:

* (input, chain of thought, output)

Q: Reger has 5 tennis balls. He buys

2 more cans of tennis balls. Each can
has 3 tennis balls. How many tennis
balls does he have now?

A
The answeris 11.

N\ y,

F

: Yes or no: Would a pear sink in
water?

answer is no.

-

Q: A coin is heads up. Maybelle flips
the coin. Shalonda does not flip the
coin. Is the coin still heads up?

Is up. So the answer

J




Chain of Thought Prompting (CoT)

Piecing together tokens to create longer answers

Standard Prompting Chain-of-Thought Prompting
| Q:Roger has 5 tennis balls. He buys 2 more cans D Q: Roger has 5 tennis balls. He buys 2 more cans of |
tennis balls. Each can has 3 tennis balls. How many tennis balls. Each can has 3 tennis balls. How many — Question (input)
One-shot prompt-| tennis balls does he have now? tennis balls does he have now?

4 The answer is 11. - Step—by-step

Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples Q: The cafeteria had 23 apples. [fthey used 20t |~ '2tionale
do they have? make lunch and bought 6 more, how many apples (highlight in
k W, Ld° they have? blue), and

answer (11)

A

A: The answer is 27. x

answer is 9. g/




Model Choice for Experiment

Model Name Model Param Model Name Model Param Model Name  Model Param
text-ada-001 350M LaMDA 442M 442M PaLM 8B 8B
text-babbage-001 1.3B LaMDA 2B 2B PaLM 62B 62B
text-curie-001 6.7B LaMDA 8B 8B PaLM 137B 137B
text-davinci-002 175B LaMDA 68B 68B
LaMDA 137B 137B

* The parameter count for GPT-3 is estimated based on (Ouyang et al., 2022)
Codex (Chen et al., 2021, code-davinci-002 in the OpenAl API) and UL2 20B model are also used in the

experiment but not representative for showing the trends since they don't have models with different sizes,
but the effects of CoT still applies.



https://arxiv.org/abs/2203.02155
https://arxiv.org/abs/2107.03374

Results (symbolic reasoning)

We use the following two toy tasks.

 Last letter concatenation.

* This task asks the model to concatenate the last
letters of words in a name

e (e.g.,"Amy Brown” = “yn”).

 Coin flip.

* This task asks the model to answer whether a coin
is still heads up after people either flip or don’t
flip the coin

e (e.g., “A coin is heads up. Phoebe flips the coin.
Osvaldo does not flip the coin. Is the coin still
heads up?”-> “no”).

—eo— Standard prompting
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Results (math problems)

e Larger models gain more from the
CoT prompting

e LLM gains more from CoT
prompting for complex problems.

Q: How many keystrokes are needed
to type the numbers from 1 to 5007?
Answer Choices: (a) 1156 (b) 1392 (c) 1480
(d) 1562 (e) 1788

A:

kanswer is (b). )

—e— Standard prompting
—&— Chain-of-thought prompting
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Figure 4: Chain-of-thought prompting enables
large language models to solve challenging math
problems. Notably, chain-of-thought reasoning
is an emergent ability of increasing model scale.
Prior best numbers are from Cobbe et al. (2021)
for GSMSK, Jie et al. (2022) for SVAMP, and Lan
et al. (2021) for MAWPS.



Results (commonsense)
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- Figure 7: Chain-of-thought prompting also improves the commonsense reasoning abilities of

Q: The concert was scheduled to be > i i o i
on 06/01/1943, but was delayed by language models. The language model shown here is PalLM. Prior best numbers are from the

one day to today. What is the date 10 leaderboards of CSQA (Talmor et al., 2019) and StrategyQA (Geva et al., 2021) (single-model only,

days ago in MM/DD/YYYY? as of May 5, 2022). Additional results using various sizes of LaMDA, GPT-3, and PalLM are shown
in Table 4.

A

- 2We sample examples < 60 tokens to fit into our input context window, and also limit the examples to < 2
steps to solve for a fair comparison with the eight exemplars that we composed.

So the answer is 05/23/1943.

e =/




Limitations

 We don’t know if LLM is actually “reasoning” like humans.
* Cost of prompting is high for human supervisors.
* Reasoning path can both leads to correct and incorrect answers.

* Don’t know if CoT can also scales to smaller models with less
“emergence”.
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Least-to-Most Prompting

Least-to-Most Prompting Enables Complex Reasoning in Large Language Models

Enabling Complex Reasoning in Language Models


https://arxiv.org/abs/2205.10625

Background & Problems to solve

* Large data required for training
* Explanability, machine learning is essentially a black box

* LMs can only solve problem typically at the same level of difficulty as
the training sets

e Chain-of-thought prompting has a key limitation—it often performs
poorly on tasks that require generalization



Proposed solution

Least-to-most prompting

(1) query the language model to decompose the problem into
subproblems

* (2) query the language model to sequentially solve the subproblems.

* The answer to the second subproblem is built on the answer to the first
subproblem. The demonstration examples for each stage’s prompt are
omitted in this illustration



Decomposition

* First decomposing a complex
problem into a list of easier
subproblems.

* The prompt in this stage
contains constant examples
that demonstrate the
decomposition, followed by the
specific question to be
decomposed.

~

Q: Elsa has 5 apples. Anna has 2 more apples than Elsa.
How many apples do they have together?
A: Let’s break down this problem:

1. How many apples does Anna have?

2. How many apples do Elsa and Anna have together?

et’s break down this problem:

Q: {question}
A: L
N _/

Language

Model

[{decomposed problems} }




Decomposition

Stage 1: Decompose Question into Subquestions

7

Q: It takes Amy 4 minutes to climb to the top
of a slide. It takes her 1 minute to slide down.
The water slide closes in 15 minutes. How
many times can she slide before it closes?

(Language

L Model

/A: To solve “How many times\
can she slide before it
closes?’, we need to first
solve: “How long does each

trip take?”
s P




Subproblem solving ( question] N

Q: {decomposed question 1}
A: {decomposed answer 1}

* Then sequentially solving these subproblems, | Q:{decomposed question 2}
A: Let’s break down this problem:

1-shot demostration {

whereby solving a given subproblem is  the ancwer ic.
facilitated by the answers to previously solved. N /
* The prompt in this stage consists of three J
partS: Language
e 1. constant examples demonstrating how Model

subproblems are solved (N-shots)

e 2. a potentially empty list of previously answered |
subquestions and generated solutions. [ }
{decomposed answer 2}

» 3. the question to be answered next.




Subproblem Solving

Stage 2: Sequentially Solve Subquestions

(" 3

It takes Amy 4 minutes to climb to the top of a
slide. It takes her 1 minute to slide down. The
slide closes in 15 minutes.

Subquestion 1 —

Append model
answer to il
Subquestion 1

_\Q: How long does each trip take?

P

It takes Amy 4 minutes to climb to the top of
a slide. It takes her 1 minute to slide down.
The slide closes in 15 minutes.

Q: How long does each trip take?

| A: It takes Amy 4 minutes to climb and 1
minute to slide down. 4 + 1 = 5. So each trip
takes 5 minutes.

_ Q: How many times can she slide before it

Language
Model

A: It takes Amy 4 minutes to
| climb and 1 minute to slide
down. 4 + 1 = 5. So each trip

Language
Model

Subquestion 2 —

Qases? /

takes 5 minutes.

e W

A: The water slide closes in
15 minutes. Each trip takes 5
minutes. So Amy can slide
15 + 5 = 3 times before it

closes.

o




Results

Decomposition -

e Symbolic manipuation

Subproblem
solving

Q: “think, machine, learning”
A: “think™, “think, machine”, “think, machine, learning”

Table 1: Least-to-most prompt context (decomposition) for the last-letter-concatenation task. It can
decompose arbitrary long lists into sequential subsists with an accuracy of 100%.

Q: “think, machine”
A: The last letter of “think™ is “k”™. The last letter of “machine” is “e”. Concatenating “k”, “e” leads
to “ke”. So, “think, machine” outputs “ke”.

Q: “think, machine, learning”
A: “think, machine” outputs “ke”. The last letter of “learning” is “g”. Concatenating “ke”, “g
leads to “keg”. So, “think, machine, learning” outputs “keg”.

2

Table 2: Least-to-most prompt context (solution) for the last-letter-concatenation task. The two

| exemplars in this prompt actually demonstrate a base case and a recursive step.

L=4 L=6 L=8 L=10 L=12

Standard prompting

0.0 0.0 0.0 0.0 0.0

Chain-of-Thought

84.2 69.2 50.2 39.8 31.8

Least-to-Most

94.0 88.4 83.0 76.4 74.0




Results

“jump around left thrice and walk opposite right”

Golden:

TURN_LEFT JUMP TURN_LEFT JUMP TURN_LEFT JUMP TURN_LEFT JUMP TURN_LEFT JUMP
TURN_LEFT JUMP TURN_LEFT JUMP TURN_LEFT JUMP TURN_LEFT JUMP TURN_LEFT JUMP
TURN_LEFT JUMP TURN_LEFT JUMP TURN_RIGHT TURN_RIGHT WALK

Decomposition:

Q: “jump around left thrice and walk opposite right”
L A: “jump around left thrice” can be solved by: “jump left”, “jump around left”, “jump around left thrice”.
Decomp05|t|0n — “walk opposite right” can be solved by: “walk opposite right”. So, “jump around left thrice and walk
° og | opposite right” can be solved by: “jump left”, “jump around left”, “jump around left thrice”, “walk
Compositiona _ opposte right
eneralization it
g Q: “jump left”
A: The output of “jump left” concatenates: the output of “turn left”, the output of “jump”. “turn left”
outputs “TURN_LEFT”. “jump” outputs “JUMP”. So concatenating the output of “turn left” and the out-
put of “jump” leads to “TURN_LEFT” + “JUMP”. So the output of “jump left”is “TURN_LEFT” + “JUMP”.
roblem

Spr oble | Q: “jump around left”

SO|VI ng A: The output of “jump around left” concatenates: the output of “jump left”, the output of “jump left”,
the output of “jump left”, the output of “jump left”. “jump left” outputs “TURN_LEFT” + “JUMP”. So
repeating the output of “jump around left” four times leads to (“TURN_LEFT” + “*JUMP”) * 4. So the
output of “jump around left” is (“TURN_LEFT” + “JUMP”) * 4.

Method Standard prompting Chain-of-Thought Least-to-Most
code—-davinci-002 16.7 16.2 99.7
text-davinci-002 6.0 0.0 76.0
code—-davinci-001 0.4 0.0 60.7

Table 8: Accuracies (%) of different prompting methods on the test set of SCAN under length split.
The results of text-davinci-002 are based on a random subset of 100 commands.



R e S u | t S I Q: Four years ago, Kody was only half as old as Mohamed. If Mohamed is currently twice 30 years

sy i old, how old is Kody?
Decomposition A: To answer the question “How old is Kody?”, we need to know: “How old is Mohamed?”, “How

old was Mohamed four years ago?”, “How old was Kody four years ago?”.

o M at h reason | N g Four years ago, Kody was only half as old as Mohamed. If Mohamed is currently twice 30 years
old, how old is Kody?

Q: How old was Mohamed four years ago?
Su bPrObIem | A: We were told that Mohamed is currently twice 30 years old, so he is currently 30 * 2 = 60 years
solvi nNg old. That means that four years ago he must have been 60 - 4 = 56 years old. The answer is 56.
Q: How old is Kody?
A: Four years ago, Kody was half as old as Mohamed, so Kody must have been 56 / 2 = 28 years
old then. Since Kody was 28 years old four years ago, she must now be 28 + 4 = 32 years old. The
- answer is 32.
Method Non-football (DROP) Football (DROP) GSMS8K
Zero-Shot 43.86 51.77 16.38
Standard prompting 58.78 62.73 17.06
Chain-of-Thought 74.77 59.56 60.87
Least-to-Most 82.45 73.42 62.39

Table 11: Accuracies (%) of different prompting methods on GSM8K and DROP (only the subset
containing numerical problems). The base language model is code-davinci-002.



Limitations

 Decomposition prompts typically don’t generalize well across
different domains.

* Generalizing decomposition can even be difficult within the same
domain.

AT, AcaHecl feonts & B
2aotaribay Ahtcherde W™ F=
testAlereusteatfa honiee W s

Prove that: The real part of every nontrivial zero
of the Riemann zeta function is %.

https://blog.raph.ws/2023/05/aristotle-wouldnt-think-chatgpt-is-intelligent/



Take away

* Least to most promting is a useful technique for increasing the
performance of LLM in questions that requires generalization and
* Decompostion
* Subproblem solving

 Decomposition prompts typically don’t generalize well across
different domains.

* Generalizing decomposition can even be difficult within the same
domain.
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Selt-Consistency

Self-Consistency: Improvement of Chain of Thought Reasoning

Improvement of Chain of Thought Reasoning


https://arxiv.org/pdf/2203.11171

Background

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

\_

J

A: The answer is 27. x
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Self-Consistency

Greedy decode
This means she uses 3 + 4 = 7 eggs every day.

Chain-of-thought Language She sells the remainder for $2 per egg, so in :

prompting model total she sells 7 * $2 = $14 per day. The answer is $14. ]
The answer is $14.

Self-consistency Sample a diverse set of Marginalize out reasoning paths

reasoning paths i to aggregate final answers

" |

ﬂ) If there are 3 cars in the parking \
lot and 2 more cars arrive, how many
cars are in the parking lot?

A: There are 3 cars in the parking lot
already. 2 more arrive. Now there are
3 + 2 =5 cars. The answer is 5.

She has 16 - 3 - 4 =9 eggs
left. So she makes $2*9= | The answer is $18.
$18 per day. | )

1 R
This means she she sells the
remainder for $2 * (16 - 4 - 3) The answer is $26.
= $26 per day.

Q: Janet’s ducks lay 16 eggs per day.

She eats three for breakfast every Langgalge
morning and bakes muffins for her FHOCE
friends every day with four. She sells
the remainder for $2 per egg. How
much does she make every day?

Q

_J
She eats 3 for breakfast, so | )
she has 16 - 3 = 13 left. Then §

she bakes muffins, so she I The answer is $18.
has 13 - 4 = 9 eggs left. So

she has9 eggs * $2=$18. |




Self-Consistency

Chain-of-thought . :
prompting « Larger model does not solve bad reasoning erien
Self-consistency « Marginalization more similar to human thought ['"9paths

nswers

ﬂ): If there are 3 cars in th

lotand2more carsarriva o Sjmpler than previous solutions

cars are in the parking lo i

A: There are 3 cars in the \

already. 2 more arrive. Nd \

3+2=5 .Th i H

Sr2=scasdheanswe o Unsupervised (less human annotation) Y

Q: Janet's ducks lay 16 e¢ l
She eats three for breakf swer is $18.
morning and bakes muffi

friends every day with four. She sells —— she has 16 - 3 = 13 left. Then |

the remainder for $2 per egg. How she bakes muffins, so she The answer is $18.

much does she make every day? has 13 - 4 = 9 eggs left. So I

she has 9 eggs * $2=$18. |

Q:




Picking most consistent option from weights of
different answers

- Hypothesis: lead to more correct answers

MultiArith sa SVAMP Commonsense QA ARC (Challenge)
,-575 —3x | 60 ¥ —a
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Figure 2: Self-consistency (blue) significantly improves accuracy over CoT-prompting with greedy
decoding (orange) across arithmetic and commonsense reasoning tasks, over LaMDA-137B. Sampling
a higher number of diverse reasoning paths consistently improves reasoning accuracy.



Process

r : thought path
3 : answer “Most Consistent”

(Ti,a,'), 1 = LM

argmax, le(ai = a)

1 =1



Results - Arithmetic

Method AddSub  MultiArith ASDiv.  AQuA SVAMP GSMSK
Previous SoTA  94.9° 60.5° 753° 37.9° 57:4° 35¢ / 559
UL2-20B CoT-prompting 18.2 10.7 16.9 23.6 12.6 4.1
i Self-consistency 24.8 (+6.6) 15.0 (+4.3) 21.5 (+4.6) 26.9 (+33) 19.4 (+6.8) 7.3 (+3.2)
: CoT-prompting 52.9 51.8 49.0 17.7 38.9 17.1
LaDA-1018 Self-consistency 63.5 (+10.6) 75.7 (+23.9) 58.2 +9.2) 26.8 (+9.1) 53.3 (+14.4) 27.7 (+10.6)
Pal. M-540B CoT-prompting 91.9 94.7 74.0 35.8 79.0 56.5
Self-consistency 93.7 (+1.8) 99.3 (+4.6) 81.9 +7.9) 48.3 (+12.5) 86.6 (+7.6) 74.4 (+17.9)
GPT-3 CoT-prompting 57.2 59.5 52.7 18.9 39.8 14.6
Code-davinci-001 Self-consistency 67.8 (+10.6) 82.7 (+23.2) 61.9 (+9.2) 25.6 (+6.7) 54.5 (+14.7) 23.4 (+8.8)
GPT-3 CoT-prompting 89.4 96.2 80.1 39.8 75.8 60.1

Code-davinci-002 Self-consistency 91.6 (+2.2) 100.0 (+3.8) 87.8 (+7.6) 52.0 (+12.2) 86.8 (+11.0) 78.0 (+17.9)

Table 2: Arithmetic reasoning accuracy by self-consistency compared to chain-of-thought prompting
(Wei et al., 2022). The previous SoTA baselines are obtained from: a: Relevance and LCA operation
classifier (Roy & Roth, 2015), b: Lan et al. (2021), ¢: Amini et al. (2019), d: Pi et al. (2022), e:
GPT-3 175B finetuned with 7.5k examples (Cobbe et al., 2021), g: GPT-3 175B finetuned plus an
additional 175B verifier (Cobbe et al., 2021). The best performance for each task is shown in bold.



Results - Commonsense and Symbolic Reasoning

Method CSQA StrategyQA ARC-e ARC-c Letter (4) Coinflip (4)

Previous SoTA ~ 91.2¢ 73.9° 86.4° 75.0° N/A N/A

UL2-20B CoT-prompting 51.4 53.3 61.6 42.9 0.0 50.4
Self-consistency 55.7 (+4.3) 54.9 (+1.6)  69.8 (+8.2) 49.5 (+6.8) 0.0 (+0.00 50.5 (+0.1)

i CoT-prompting 57.9 65.4 753 5.1 8.2 72.4
talviDa-1a78 Self-consistency 63.1 (+5.2) 67.8 (+2.4)  79.3 (+4.0) 59.8 (+4.7) 8.2 (+0.0) 73.5 (+1.1)

Pal. M-540B CoT-proxppting 79.0 753 95.3 85.2 65.8 88.2
Self-consistency 80.7 (+1.7) 81.6 (+6.3)  96.4 (+1.1) 88.7 (+3.5) 70.8 (+5.0) 91.2 (+3.0)

GPT-3 CoT-prompting 46.6 56.7 63.1 43.1 7.8 71.4
Code-davinci-001 ~ Self-consistency 54.9 (+8.3) 61.7 (+5.00  72.1 (+9.0) 53.7 (+10.6) 10.0 (+2.2) 75.9 (+4.5)

GPT-3 CoT-prompting 79.0 73.4 94.0 83.6 70.4 99.0

Code-davinci-002  Self-consistency 81.5 (+2.5) 79.8 (+6.49)  96.0 (+2.0) 87.5 (+3.9) 73.4 (+3.0) 99.5 (+0.5)

Table 3: Commonsense and symbolic reasoning accuracy by self-consistency compared to chain-
of-thought prompting (Wei et al., 2022). The previous SoTA baselines are obtained from: a:
DeBERTaV3-large + KEAR (Xu et al., 2021b), b: Chowdhery et al. (2022), ¢: UnifiedQA-FT
(Khashabi et al., 2020). The best performance for each task is shown in bold.



Robust to Scaling
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Figure 4: GSMB8K accuracy. (Left) Self-consistency is robust to various sampling strategies and
sarameters. (Right) Self-consistency improves performance across language model scales.



Robust to Imperfect Prompts

Prompt with correct chain-of-thought 17.1

Prompt with imperfect chain-of-thought 14.9

EMDA1STE Self-consistency (40 paths) 23.4
Prompt with equations 5.0

+ Self-consistency (40 paths) 6.5

Zero-shot CoT (Kojima et al., 2022) 43.0

FaL.M=2308 + Self-consistency (40 paths) 69.2

Table 8: Self-consistency works under imperfect prompts, equa-
tion prompts and zero-shot chain-of-thought for GSM8K.
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Figure 5: The consistency is cor-
related with model’s accuracy.



Robust to Imperfect Prompts

Prompt with correct chain-of-thought 17.1

Prompt with imperfect chain-of-thought 14.9

EMDAIITE Self-consistency (40 paths) 23.4
Prompt with equations 5.0

+ Self-consistency (40 paths) 6.5

Zero-shot CoT (Kojima et al., 2022) 43.0

Fal.M=508 + Self-consistency (40 paths) 69.2

Table 8: Self-consistency works under imperfect prompts, equa-
tion prompts and zero-shot chain-of-thought for GSM8K.
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Figure 5: The consistency is cor-
related with model’s accuracy.



Limitations

o« Computationally expensive

o« Sometimes create nonsensical reasoning paths



Take Away

® Improves both arithmetic and commonsense accuracy

® Improves collection of rationales and providing uncertainty estimates
® |mproves responses to imperfect prompts

® Robust to scaling

® More expensive to check paths



Agenda

e Chain of Thought

* Least-to-Most Prompting
* Self-Consistency

* Tree of Thought

* Graph of Thoughts



Tree of Thought

Tree of Thought: Problem Solving with Large Language Models

Problem Solving with Large Language Models


https://arxiv.org/abs/2305.10601

Background and Motivation

How LLM’s think:

* LLMs use an autoregressive mechanism for
text generation.

* They make token-level decisions one by one.

» Process occurs in a left-to-right fashion.



Background and Motivation

What Are They Good For:

e Text Completion

How LLM’s think:

* LLMs use an autoregressive mechanism for
text generation. e Translation

* They make token-level decisions one by one. e Summarization
» Process occurs in a left-to-right fashion. e Question Answering



Background and Motivation

What Are They Good For:

e Text Completion

How LLM’s think:

* LLMs use an autoregressive mechanism for

text generation. e Translation
* They make token-level decisions one by one. e Summarization
» Process occurs in a left-to-right fashion. ¢ Question Answering

Current Limitations

e Struggle with tasks that require complex
reasoning, planning, and problem-solving.

e Can not revisit or change any previous
decisions

Is such a simple mechanism sufficient for a LM to be built toward a general problem solver? If not, what
should be alternative mechanisms?



Background and Motivation

* Inspiration from human cognition?

System 1: fast, automatic, unconscious

Humans 2 systems of thinking

-

System 2: slow, deliberate, conscious

How do we allow a model to think like humans and solve complex tasks efficiently?

The authors propose a new way of prompting models in a tree like manner



Background and Motivation

—

* Input-output (10)
prompting

* Chain-of-thought (CoT)
prompting

—>

Breaks down reasoning into intermediate
steps to solve non-trivial problems

* Self-consistency with CoT

—

Samples multiple reasoning paths and
selects the most frequent output

(Large)

Language Model

Standard Prompting
Model Input '

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples

do they have?
- W

A: The answer is 27. x

s

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls- 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have? j

Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 +6 =9. The

\jnswer is9. ¢ J

Greedy decode

This means she uses 3 + 4 = 7 eggs every day.

-
Chain-of-thought Language | | Shesells the remainder for $2 per egg, so in
prompting model total she sells 7 * $2 = $14 per day.

The answer is $14.

~J The answer is $14.

Sample a diverse set of
reasoning paths

Marginalize out reasoning paths
to aggregate final answers

o«

/— ——————— il i 1

Q: If there are 3 cars in the parking \ She has 16 - 3 - 4 = 9 eggs \

lot and 2 more cars arrive, how many left. So she makes $2*9 = | The answer is $18.

cars are in the parking lot? /| $18 per day. 1 \

A: There are 3 cars in the parking lot | " \ \

already. 2 more arrive. Now there are | (e e e e e \ \

3 +2=5cars. The answer is 5. "‘ remainderfor$2'(16-4-3)l The answer is $26. Y

= $26 per day.

}

She eats three for breakfast every model

The answer is $18.

Q: Janet’s ducks lay 16 eggs per day. \1‘ Language

morning and bakes muffins for her

friends every day with four. She sells —
the remainder for $2 per egg. How

much does she make every day?

\x J

She eats 3 for breakfast, so |
she has 16 - 3 = 13 left. Then |
she bakes muffins, so she ! The answer is $18.
has 13 - 4 = 9 eggs left. So

she has9 eggs *$2=$18. |




Tree of Thoughts

solutions are incrementally built by exploring different reasoning paths.

..................

Y Majority vote

(a) Input-Output  (c) Chain of Thought

Prompting (10)

Prompting (CoT)

(c) Self Consistency
with CoT (CoT-5C)

(d) Tree of Thoughts (ToT)

*Nodes: Each node represents a state,
which is a partial solution made up of a
collection of thoughts (intermediate
reasoning steps).

*Branches: Each branch represents a
potential step or decision that leads to a new
state (a new collection of thoughts).

-State evaluation: States are evaluated
using heuristics to estimate which paths are

most promising for reaching a final solution.



Tree of Thoughts - How does it work?

Thought Input

thought
Generation: Search e .

Creating Algorithm:
multiple Choosing the
potential best paths to
solutions. follow.

New state: State

Combine the Evaluation:

current state Assessing the

with the new progress of

each solution.

thoughts to
form a new state



Tree of Thoughts - Experiments

Game of 24 Creative Writing 5x5 Crosswords
Input 4 numbers (4 9 10 13) 4 random sentences 10 clues (hl. presented;..)
Output An equation to reach 24 A passage of 4 paragraphs 5x5 letters: SHOWN;
(13-9)*(10-4)=24 ending in the 4 sentences  WIRRA; AVAIL; ...
Thoughts 3 intermediate equations A short writing plan Words to fill in for clues:

(13-9=4 (left 4,4,10); 10-
4=6 (left 4,6); 4%6=24)

(1. Introduce a book that
connects...)

(h1.shown; v5. naled; ...)

#ToT steps

3

1

5-10 (variable)
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| Game of 24 Creative Writing 5x5 Crosswords
Input | 4 numbers (4 9 10 13) 4 random sentences 10 clues (hl. presented;..)
Output An equation to reach 24 A passage of 4 paragraphs 5x5 letters: SHOWN;

(13-9)*(10-4)=24

ending in the 4 sentences

WIRRA; AVAIL; ...

Thoughts 3 intermediate equations
(13-9=4 (left 4,4,10); 10-
4=6 (left 4,6); 4%6=24)

A short writing plan
(1. Introduce a book that
connects...)

Words to fill in for clues:

(h1.shown; v5. naled; ...)

#ToT steps | 3

1

5-10 (variable)

2 3 4 5

G RIA

Vv

Z > = |O
O
m|»w Z2 m|O

om|@ O |m




Tree of Thoughts — Thought Generation

*State S: The current state is defined as S=[x,z1...zi] where x is the problem and zi are thoughts

leading to the state.

Two strategies to
generate thoughts based
on the richness of the
thought space.

Thought Generation from CoT Prompt:

Sample thoughts in i.i.d manner from CoT prompt. Works
for rich thought spaces

Case of Creative Writing : In thought 1, LM makes a

brief plan then write the passage, then for thought 2 LM

Writes first paragraph...

Case of game of 24:

the thoughts could be given input “49 10 13”, “13-9=4
(left: 44 10); 10-4 =6 (left: 4 6); 4 * 6 = 24 (left: 24)




Tree of Thoughts — Thought Generation

*State S: The current state is defined as S=[x,z1...zi] where x is the problem and zi are thoughts

leading to the state.

Two strategies to
generate thoughts based
on the richness of the
thought space.

Thought Generation from CoT Prompt:

Sample thoughts in i.i.d manner from CoT prompt. Works
for rich thought spaces

Case of Creative Writing : In thought 1, LM makes a

brief plan then write the passage, then for thought 2 LM
writes first paragraph...

Case of game of 24:

the thoughts could be given input “49 10 13”, “13-9=4
(left: 44 10); 10-4 =6 (left: 4 6); 4 * 6 = 24 (left: 24)

Input-output (I0) prompting:
Case of creative writing: 1 prompt to write full passage
Case of crosswords: each thought is 1 word




Tree of Thoughts — Evaluation of state

* Role: Helps the search algorithm determine which states to explore
further and in which order.

* Two ways: (using LLMs)
1) Value each state independently:

UdAn LLM prompt reasons about the state s and produces a value v (e.g., scalar or
classification).

WHeuristic Value: Scalar value or classification (e.g., sure/likely/impossible) assigned to
each state,

W Evaluation Basis: Few lookahead simulations combined with commonsense

reasoning (e.g., checking if a number combination can reach a target or whether
certain word parts make sense).



Tree of Thoughts — Evaluation of state

* Role: Helps the search algorithm determine which states to explore further and in
which order.

« Two ways: (Using LLMs)

1) Value each state independently:
U An LLM prompt reasons about the state s and produces a value v (e.g., scalar or classification).

O Heuristic Value: Scalar value or classification (e.g., sure/likely/impossible) assigned to each state,
U Evaluation Basis: Few lookahead simulations combined with commonsense reasoning (e.g.,

checking if a number combination can reach a target or whether certain word parts make sense).

2)Vote across states:

QA frontier of states with values assigned to each, ranging from 1-10 or
categorized as "good" or "bad" states.



Tree of Thoughts — Traversal

BFS: Maintains a set of the most
promising states per step.

* When Used: Applied in tasks where the tree
depth is small and manageable (e.g., Game of
24 and Creative Writing)

« Early thought steps are evaluated and pruned
to a small number b<5b

Breadth
First
Search

DFS: explores one path fully before backtracking
to explore other possibilities.

*Used for Complex Thought Sequences: (e.g., multi-step
logic puzzles or crosswords).

*Backtracking on Failure: When a solution path proves
unworkable, DFS backtracks to explore other branches,
balancing deep exploration with pruning.



Game of 24

 Game of 24 is a mathematical reasoning challenge, where the goal is
to use 4 numbers and basic arithmetic operations (+-*/) to obtain 24.
For example, given input “4 9 10 13”, a solution output could be “(10 -

4) * (13 - 9) = 24"

Input: 491013

10-4=6 4+9=13

(left: 6913) (left:101313)

A/l\;

13-6=7 13-9=4 ...

(lefe:79) (left: 4 6)
4610 4624
(left: 10) (left: 24)

(a) Propose Prompt

Input: 491013
Possible next steps:

(b) Value Prompt

Evaluate if given numbers can
reach 24 (sure/likely/impossible)
1014:10 + 14 = 24. sure

101313

Thought Generation

4+9=13 (left 10 13 13)
10 - 4= 6 (left: 6 913)

r

Thought Evaluation

\ (13-10)*13=3*13=39

10 +13 +13 = 36 There is no way
to obtain 24 with these big
numbers. impossible




Game of 24 - Results

Method Success
IO prompt 7.3%
CoT prompt 4.0%

CoT-SC k=100) 9.0%
ToT (ours) (b=1) 45%
ToT (ours) (b=5) 74 %

IO + Refine k=100 27%
IO (best of 100) 33%
CoT (best of 100) 49%




Creative Writing

Passage Passage

1

2

Write a coherent passage of 4 short paragraphs. The end sentence of each paragraph must be: 1. It isn't

(a) difficult to do a handstand if you just stand on your hands. 2. It caught him off guard that space smelled of
Input seared steak. 3. When she didn't like a guy who was trying to pick her up, she started using sign language. 4.
Each person who knows you has a different perception of who you are.
Plan 1 Plan 2 Plan 3-5
(b) 1 Intr.oduce and explain thg technique 1 Intutodyctlon to an unusual self-help book,
of doing a handstand 2. Switch to a mentioning a handstand as a metaphor for
Plans story about an astronaut's first time in embracing challenges. 2. Discuss the unexpected 1.,
space 3. Describe a situation where a things learned from astronauts, including the smell of 2.
woman uses sign language to avoid space. 3. Describe a woman's clever tactic for avoiding
unwanted attention 4. The final unwanted attention at a bar. 4. Contemplate how
paragraph explains how everyone has different perceptions of oneself can shape one's g
different perceptions of others identity. )
. | 7\l J
0/5 votes t 3/5 votes n/5 votes \
(C) Analyzing each choice in detail: Choice 1, while incorporating the required end sentences, seems to lack a
Votes clear connection between the paragraphs {..} Choice 2 offers an interesting perspective by using the

required end sentences to present a self-help book's content. It connects the paragraphs with the theme of
self-improvement and embracing challenges, making for a coherent passage. {..} The best choice is 2.




Creative Writing - Results

10

(a) GPT-4 coherency scores (b) Human coherency comparison
| 40
i I
I
i
i ’ * )
:
i ¢
s § 0
o O
-
1

IO  CoT ToT 10  ToT 0
+refine +refine CoT > ToT Similar ToT > CoT



Crosswords

l

[

I

I h3.grand
| L

Mtrack) I
— | AR

Input Clues  (a)

h2.mlotor
=

"hitasks _|

(b)

I
h4.salon '
I

(subtree pruned)

"

Thought Proposals

h4. salon (sure) aggregate
V5. srdry (low)
v3. string (high)

DFS
Order

h4. salon
h3. grand
v3. string

State Evaluator (over each clue)

v3. Pretentious; flowery: _____ sure

v1. To heap:tm_s_ . impossible

v5. Desiccator; more dry: sr_n_ . maybe




Crosswords - Results

Method Success Rate (%)
Letter Word Game
10 387 14 O
CoT 40.6 156 1
ToT (ours) | 78 60 20
+best state | 82.4 67.5 35
-prune 654 415 5
-backtrack | 54.6 20 5




Conclusion

Augmentation of LMs: By searching a tree of possible paths, ToT enhances LMs'

problem-solving capabilities, addressing tasks like creative writing and decision
making.

Real-World Application: As LMs are deployed in real-world applications (e.g.,

coding, robotics, data analysis), ToT's search framework can address complex
tasks that require deliberative thinking.

Improved Interpretability: ToT improves interpretability by offering high-level

reasoning in natural language, making decision-making more transparent and
aligned with human values.



Agenda

e Chain of Thought

* Least-to-Most Prompting
* Self-Consistency

* Tree of Thought

* Graph of Thoughts



Graph of Thoughts

Graph of Thoughts: Solving Elaborate Problems with Large Language Models

Solving Elaborate Problems with LLMs


https://arxiv.org/pdf/2308.09687

Background

Scheme Sc? Mc? Tr? Ag?

Chain-of-Thought (CoT) [71] mm) X X X
Self-Consistency with CoT [67] =) [mm)

Thought decomposition [75] — [Em) =) @)
Tree-of-Thought (ToT) [43] () (- (-
Tree of Thoughts (ToT) [77] () (- (-

Graph of Thoughts (GoT) (- (- (- (-

Table 1: Comparison of prompting schemes, with re-
spect to the supported transformations of thoughts. “Sc?”’:
single chain of thoughts? “Mc?”: multiple chains of
thoughts? “Tr?”’: tree of thoughts? “Ag?”’: arbitrary graph
of thoughts? “(mm): full support, “®_)”: partial support, “%’":
no support.

XXXX




Problem To Solve

e Rigid Tree Structure

o Limits potential paths
o Limits Problem solving possibilities



Proposed Solution

e Graph of Thought (GoT)

o Arbitrary graph structure
o Multiple chains adding and subtracting

Chain-of-
Output (1I0) -Thought
(CoT)
Input Input
: !
Output

!

Thoughts: ‘
Unscored
- Positive
score ‘
- Negative
score
Output
Dependencies
between thoughts
Key novelty:
@Abandon thought memm s
*..Backtrack itiing

Multiple CoTs (CoT-SC)

Input

PR

Branching out
from a chain

0 ’é

. Key novelty
(beyond CoT- sca)l
novelty Generating sever
ls(bgmd CoT): Selecting new walxsb based
Harnessing multiple & chain with ona gi:en in'a;y
independent chains  the best score ilhough‘ ,expandlodn by
of thoughts further, pnssl“

Tree of Thoughts (ToT)

Backuackmg

z\r

lnlermedlale
thoughts are
also scored

Graph of Thoughts (GoT)

[This work]

Refining Input

/
/l\

Aggregatmg
thoughts

Aggregating
chains

Key novelty (beyond ToT):
Arbitrary graph-based thought
transformations (aggregating
thoughts into a new one,
looping over a thought to
refine it)

Output



GoT Framework - Reasoning Process

Graph: G = (V, E)
o EC VXV
Directed edges: t, thought (not necessarily final)

o (t1,t2), thought built upon another

Sometimes G = (V,E,c) & classes of thoughts



GoT Framework - Transformation of Thoughts

Graph-Enabled Transformations

Graph theory view Example sorting task Example writing task
o0 oo e LN
. \?} 1278 2367 1145 |anice]|Aricle]|Arnicte
2 \ l / 1 2 3
pB: LLM Used 2 Y
o . 111223456778 Keyword
< summa
Merging sorted subarrays Combining articles into
into a sorted array of numbers a coherent summary
. Ty eoe eee cee
= RN
. . 1
subtractions of edges and vertices 2
= ’ . 1462 4249 8754
§ Keywordj Keyword
A st mokels summary 1 summary 2
2 ‘%O‘l‘ggt' An dedge Sglitﬁng afn unsgned QUKL MO Generating summaries from
models dependency subarrays, for subsequent sorting 4 article, to maximize quality
G'=T(G,pB)=(V',E)
whereV'=(VUV+)\V - Figure 2: Examples of aggregation and generation thought
transformations.

and E'=(E U E+) \ E-

e Additions and Subtractions to p6 (current state)



GoT Fran

Graph-Enabl

G'=T(G, pb
where V' = (
and E' = (E U
o Addition
To pB (c

e Aggregation Transformations

e Refining Transformations

e Generation Transformations

TS

cxample writing task
L L

\
rticle | | Article | | Article
1 2 3

Keyword

summary

Combining articles into
a coherent summary

Article
1

eyword Keyword
mmary 1 summary 2

pnerating summaries from
article, to maximize quality

transformations.

neration thought



GoT Framework - Scoring and Ranking Thoughts

E(v, G, p8), solution evaluation (v are thoughts to be evaluated)

R(G, p6, h), thought evaluation (h are highest ranking thoughts)



Architecture overview

A rC h I te Ct u re Goal: Initiate, coordinate, manage,
and progress the GoT execution — Controller
/ Graph of
Goal: Specify

- LLM thought ~Operations
User = transformations

e GO0O (Graph of Operations) st s ont Graph Reasoning State

to be sent to the LL

e GRS (Graph Reasoning State) S
o Prompter - g

ey Parser s £
E 4
° Pa rs e r ing)(;ri:llétli‘:(;(rﬁr?rcotm : Goal: Maintain =
i idati ffought Sepisene R
« Scording and validation & [ 1S @
r, oY o Y o B
o CO nt I’O| |e I Human = Scoring & <.— Ranking  Goal: Indicate the
or LLM t',: validation £\ top-scoring thoughts

Specifying the Structure of the Graph of Operations (GoO)

Graph of Operations enables seamless specification of not only
GoT, but also existing schemes such as CoT, CoT-SC, ToT

N



Examples

Sorting

Graph of Operations (GoO) for sorting 64 numbers

Details of the highlighted
part of GoO are below W

Note that this is an exam|

of connections between a

le graph decomgositiqn. The structure
operations can be arbitrarily modified.

2 |
............................. | . sl
¥ 4 ¥ [ .., W
.. . S S R
IR A T 2 R T 2 A T A Score
Score | Score | Score  Score s
R g "w— )
@ " i
l;'_’_t ' Gs_h Score
core core e
— e K
K K
‘ ) ‘ ¥ Legend
G G
‘—’—‘ ‘—h G Generate
Score Score S Sort
K* K* K KeepBest
| A Aggregate

Keyword Counting

e Splits passage into smaller
parts

o Aggregates subresults



32 elements 64 elements 128 elements

g 16.- GoT: Figure 4 & Appendix 64 - zliprfgd G&("I\ip’g%lr{éeix“- 48 i;g ] \g\\cll';l:ped an.?rTe:"t -
.8 E 45 112 i g Appendlx_ 15
14 - L4.2 | o L 14
% 8 -3.9 182_ 9 138
esu S §12- o 36 gl ° F12 8
o o
g L=4 33 o | L 11
% 107 T 30 5 ]o0 =10‘10§
< 2.7 64l o -9 ;
s & 24 ] 8 &
2 (21 ] 73
Sortin = o 18 28] 65
g s 1.5 2 6
g 4 L1.2 321 -
£ £0.9 247 3 g
g 21 L0.6 161 2 =
F 0.3 8 1
0

0- 0.0 O- -0.0 0
I0 CoT ToTToT2GoT 10 CoT ToTToT2GoT 10 CoT ToTToT2GoT

Figure 5: Number of errors and cost in sorting tasks with ChatGPT-3.5. L and k indicate the structure of ToT (see Sections 3.2

and 6).
Egg?clﬁisolved
35/0°0 1 0 8 7 25
oSplits the input text into 4 passages, counts| 8y
keywords in each one, aggregates the sub-
% 304 O results always 2 at a time g
g ine\sjt(st%l@'igg)tg%g—ssstahgees 74 .
251 o i 5D * |0O: input-output
— 1 5 | °
giay sl °g (standard output)
a F47.
S 151 o
@ L3
Keyword % 10 8
[ B - E . ( I k h - h )
Counting £ s %k ToT2 (lower k, higher L

I0 CoT ToT ToT2 GoT4 GoT8 GoTx

Figure 7: Number of errors and cost in keyword counting
with ChatGPT-3.5. L and k indicate the structure of ToT (see
Sections 3.2 and 6).



Results

GoT improves on ToT,
e Reduce median error by 62%
e More costly than ToT2 variation

GoT provides answers better than CoT and IO

e 65%and 83%
e Significantly higher cost

GoT allows increased task complexity



Take Away

o Allows improvement without model update
o Outperforms other prompting schemes in solutions
o Reduces costs compared to other complex paradigms

e Excels at larger and more complex prompts



Future of LLM Reasoning

e Cannot self-correct reasoning
o  Struggle without human interaction

o Could degrade quality with attempted self-correcting
o https://arxiv.org/abs/2310.01798

e More to do in mathematical reasoning
o Large field of metrics, datasets, and settings for rigorous logical reasoning

o Lack of unified framework to determine successful models
o https://arxiv.org/pdf/2402.00157

e LLMs are black-box mechanisms

o Attention heads to discovery reasoning
o https://arxiv.org/pdf/2409.03752



https://arxiv.org/abs/2310.01798
https://arxiv.org/pdf/2402.00157
https://arxiv.org/pdf/2409.03752

Q&A

Thank you for listening!



