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Chain of Thought Prompting Elicits Reasoning in Large Language Models

Chain of Thought
improves LLM to perform complex reasoning

https://arxiv.org/pdf/2201.11903.pdf


Background

• Techniques for arithmetic reasoning can benefit from generating 
natural language rationales that lead to the final answer.

• LLMs offer the exciting prospect of in-context few-shot learning via 
prompting.



Proposed solution
• we explore the ability of language models to perform few-shot prompting 

for reasoning tasks, given a prompt that consists of triples: 
• 〈input, chain of thought, output〉



Chain of Thought Prompting (CoT)

Piecing together tokens to create longer answers

One-shot prompt
Question (input)

Step-by-step 
rationale 
(highlight in 
blue), and 
answer (11)



Model Choice for Experiment
GPT-3 * LaMDA PaLM

Model Name Model Param Model Name Model Param Model Name Model Param

text-ada-001 350M LaMDA 442M 442M PaLM 8B 8B

text-babbage-001 1.3B LaMDA 2B 2B PaLM 62B 62B

text-curie-001 6.7B LaMDA 8B 8B PaLM 137B 137B

text-davinci-002 175B LaMDA 68B 68B

LaMDA 137B 137B

• The parameter count for GPT-3 is estimated based on (Ouyang et al., 2022)
• Codex (Chen et al., 2021, code-davinci-002 in the OpenAI API) and UL2 20B model are also used in the 

experiment but not representative for showing the trends since they don't have models with different sizes, 
but the effects of CoT still applies.

https://arxiv.org/abs/2203.02155
https://arxiv.org/abs/2107.03374


Results (symbolic reasoning)
We use the following two toy tasks.
• Last letter concatenation. 

• This task asks the model to concatenate the last 
letters of words in a name

• (e.g.,“Amy Brown” → “yn”). 

• Coin flip. 
• This task asks the model to answer whether a coin 

is still heads up after people either flip or don’t 
flip the coin

•  (e.g., “A coin is heads up. Phoebe flips the coin. 
Osvaldo does not flip the coin. Is the coin still 
heads up?”→ “no”).



Results (math problems)
• Larger models gain more from the 

CoT prompting
• LLM gains more from CoT 

prompting for complex problems.



Results (commonsense)



Limitations

• We don’t know if LLM is actually “reasoning” like humans.
• Cost of prompting is high for human supervisors.
• Reasoning path can both leads to correct and incorrect answers.
• Don’t know if CoT can also scales to smaller models with less 

“emergence”.
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Least-to-Most Prompting
Enabling Complex Reasoning in Language Models

Least-to-Most Prompting Enables Complex Reasoning in Large Language Models

https://arxiv.org/abs/2205.10625


Background & Problems to solve

• Large data required for training
• Explanability, machine learning is essentially a black box
• LMs can only solve problem typically at the same level of difficulty as 

the training sets
• Chain-of-thought prompting has a key limitation—it often performs 

poorly on tasks that require generalization



Proposed solution

Least-to-most prompting
• (1) query the language model to decompose the problem into 

subproblems
• (2) query the language model to sequentially solve the subproblems.
•  The answer to the second subproblem is built on the answer to the first 

subproblem. The demonstration examples for each stage’s prompt are 
omitted in this illustration



Decomposition

• First decomposing a complex 
problem into a list of easier 
subproblems.
• The prompt in this stage 

contains constant examples 
that demonstrate the 
decomposition, followed by the 
specific question to be 
decomposed.

Q: Elsa has 5 apples. Anna has 2 more apples than Elsa. 
How many apples do they have together? 
A: Let’s break down this problem: 

1. How many apples does Anna have? 
2. How many apples do Elsa and Anna have together? 

Q: {question} 
A: Let’s break down this problem:

Language 
Model

{decomposed problems}



Decomposition



Subproblem solving

• Then sequentially solving these subproblems, 
whereby solving a given subproblem is 
facilitated by the answers to previously solved.
• The prompt in this stage consists of three 

parts:
• 1. constant examples demonstrating how 

subproblems are solved (N-shots)
• 2. a potentially empty list of previously answered 

subquestions and generated solutions.
• 3. the question to be answered next.

{question}
Q: {decomposed question 1}
A: {decomposed answer 1}
Q: {decomposed question 2}
A: Let’s break down this problem: 
—– The answer is:

Language 
Model

{decomposed answer 2}

1-shot demostration



Subproblem Solving



Results

• Symbolic manipuation

Decomposition

Subproblem 
solving



Results

• Compositional 
generalization

Decomposition

Subproblem 
solving

…



Results

• Math reasoning

Decomposition

Subproblem 
solving



Limitations

• Decomposition prompts typically don’t generalize well across 
different domains. 
• Generalizing decomposition can even be difficult within the same 

domain. 

https://blog.raph.ws/2023/05/aristotle-wouldnt-think-chatgpt-is-intelligent/

Prove that: The real part of every nontrivial zero 
of the Riemann zeta function is ½.



Take away

• Least to most promting is a useful technique for increasing the 
performance of LLM in questions that requires generalization and 
• Decompostion
• Subproblem solving

• Decomposition prompts typically don’t generalize well across 
different domains. 
• Generalizing decomposition can even be difficult within the same 

domain. 
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Self-Consistency
Self-Consistency: Improvement of Chain of Thought Reasoning 

Improvement of Chain of Thought Reasoning

https://arxiv.org/pdf/2203.11171


Background 





Self-Consistency



Self-Consistency

● Larger model does not solve bad reasoning

● Marginalization more similar to human thought

● Simpler than previous solutions

● Unsupervised (less human annotation)



Picking most consistent option from weights of 
different answers

- Hypothesis: lead to more correct answers



Process

r : thought path

a : answer

 

“Most Consistent”



Results - Arithmetic



Results - Commonsense and Symbolic Reasoning



Robust to Scaling



Robust to Imperfect Prompts



Robust to Imperfect Prompts



Limitations

● Computationally expensive

● Sometimes create nonsensical reasoning paths



Take Away

● Improves both arithmetic and commonsense accuracy

● Improves collection of rationales and providing uncertainty estimates

● Improves responses to imperfect prompts 

● Robust to scaling

● More expensive to check paths
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Tree of Thought
Tree of Thought: Problem Solving with Large Language Models

Problem Solving with Large Language Models

https://arxiv.org/abs/2305.10601


Background and Motivation
How LLM’s think: 

• LLMs use an autoregressive mechanism for 
text generation.

• They make token-level decisions one by one.
• Process occurs in a left-to-right fashion.



Background and Motivation
How LLM’s think: 

• LLMs use an autoregressive mechanism for 
text generation.

• They make token-level decisions one by one.
• Process occurs in a left-to-right fashion.

What Are They Good For: 
• Text Completion
• Translation
• Summarization
• Question Answering



Background and Motivation

Is such a simple mechanism sufficient for a LM to be built toward a general problem solver? If not, what 
should be alternative mechanisms?

Current Limitations
• Struggle with tasks that require complex 

reasoning, planning, and problem-solving.
• Can not revisit or change any previous 

decisions

How LLM’s think: 

• LLMs use an autoregressive mechanism for 
text generation.

• They make token-level decisions one by one.
• Process occurs in a left-to-right fashion.

What Are They Good For: 
• Text Completion
• Translation
• Summarization
• Question Answering



Background and Motivation

• Inspiration from human cognition?

Humans 2 systems of thinking

How do we allow a model to think like humans and solve complex tasks efficiently? 

The authors propose a new way of prompting models in a tree like manner 

System 1: fast, automatic, unconscious

System 2: slow, deliberate, conscious



Background and Motivation
• Input-output (IO) 

prompting

• Chain-of-thought (CoT) 
prompting

Breaks down reasoning into intermediate 
steps to solve non-trivial problems

• Self-consistency with CoT
Samples multiple reasoning paths and 
selects the most frequent output



Tree of Thoughts

•Nodes: Each node represents a state, 

which is a partial solution made up of a 

collection of thoughts (intermediate 

reasoning steps).

•Branches: Each branch represents a 

potential step or decision that leads to a new 

state (a new collection of thoughts).

•State evaluation: States are evaluated 

using heuristics to estimate which paths are 

most promising for reaching a final solution. 

solutions are incrementally built by exploring different reasoning paths.



Tree of Thoughts - How does it work?

Thought 
Generation: 

Creating 
multiple 
potential 
solutions.

State 
Evaluation: 

Assessing the 
progress of 

each solution.

Search 
Algorithm: 

Choosing the 
best paths to 

follow.

New state: 
Combine the 
current state 
with the new 
thoughts to 
form a new state



Tree of Thoughts - Experiments



Tree of Thoughts - Experiments



Tree of Thoughts – Thought Generation
•State S: The current state is defined as S=[x,z1…zi] where x is the problem and zi are thoughts 
leading to the state.

Thought Generation from CoT Prompt:
Sample thoughts in i.i.d manner from CoT prompt. Works 
for rich thought spaces
Case of Creative Writing : In thought 1, LM makes a
brief plan then write the passage, then for thought 2 LM 
Writes first paragraph…
Case of game of 24: 
the thoughts could be given input “4 9 10 13”, “13 - 9 = 4 
(left: 4 4 10); 10 - 4 = 6 (left: 4 6); 4 * 6 = 24 (left: 24)

Two strategies to 
generate thoughts based 
on the richness of the 
thought space. 



Tree of Thoughts – Thought Generation
•State S: The current state is defined as S=[x,z1…zi] where x is the problem and zi are thoughts 
leading to the state.

Thought Generation from CoT Prompt:
Sample thoughts in i.i.d manner from CoT prompt. Works 
for rich thought spaces
Case of Creative Writing : In thought 1, LM makes a
brief plan then write the passage, then for thought 2 LM 
writes first paragraph…
Case of game of 24: 
the thoughts could be given input “4 9 10 13”, “13 - 9 = 4 
(left: 4 4 10); 10 - 4 = 6 (left: 4 6); 4 * 6 = 24 (left: 24)

Two strategies to 
generate thoughts based 
on the richness of the 
thought space. 

Input-output (IO) prompting:
Case of creative writing: 1 prompt to write full passage
Case of crosswords: each thought is 1 word



Tree of Thoughts – Evaluation of state

• Role: Helps the search algorithm determine which states to explore 
further and in which order.

• Two ways: (using LLMs)
1) Value each state independently:
qAn LLM prompt reasons about the state s and produces a value v (e.g., scalar or 

classification).
qHeuristic Value: Scalar value or classification (e.g., sure/likely/impossible) assigned to 

each state,
qEvaluation Basis: Few lookahead simulations combined with commonsense 

reasoning (e.g., checking if a number combination can reach a target or whether 
certain word parts make sense). 



Tree of Thoughts – Evaluation of state

• Role: Helps the search algorithm determine which states to explore further and in 
which order.

• Two ways: (Using LLMs)
1) Value each state independently:
qAn LLM prompt reasons about the state s and produces a value v (e.g., scalar or classification).
qHeuristic Value: Scalar value or classification (e.g., sure/likely/impossible) assigned to each state,
qEvaluation Basis: Few lookahead simulations combined with commonsense reasoning (e.g., 

checking if a number combination can reach a target or whether certain word parts make sense). 

2)Vote across states: 
qA frontier of states with values assigned to each, ranging from 1-10 or 

categorized as "good" or "bad" states.



Tree of Thoughts – Traversal
BFS: Maintains a set of the most 
promising states per step.
• When Used: Applied in tasks where the tree 

depth is small and manageable (e.g., Game of 
24 and Creative Writing) 

• Early thought steps are evaluated and pruned 
to a small number b≤5b

DFS: explores one path fully before backtracking 
to explore other possibilities.
•Used for Complex Thought Sequences: (e.g., multi-step 
logic puzzles or crosswords).
•Backtracking on Failure: When a solution path proves 
unworkable, DFS backtracks to explore other branches, 
balancing deep exploration with pruning. 



Game of 24

• Game of 24 is a mathematical reasoning challenge, where the goal is 
to use 4 numbers and basic arithmetic operations (+-*/) to obtain 24. 
For example, given input “4 9 10 13”, a solution output could be “(10 - 
4) * (13 - 9) = 24”



Game of 24 - Results



Creative Writing



Creative Writing - Results



Crosswords



Crosswords - Results



Conclusion
Augmentation of LMs: By searching a tree of possible paths, ToT enhances LMs' 
problem-solving capabilities, addressing tasks like creative writing and decision 
making.

Real-World Application: As LMs are deployed in real-world applications (e.g., 
coding, robotics, data analysis), ToT's search framework can address complex 
tasks that require deliberative thinking. 

Improved Interpretability: ToT improves interpretability by offering high-level 
reasoning in natural language, making decision-making more transparent and 
aligned with human values.                               



Agenda

• Chain of Thought
• Least-to-Most Prompting
• Self-Consistency
• Tree of Thought
• Graph of Thoughts



Graph of Thoughts
Graph of Thoughts: Solving Elaborate Problems with Large Language Models

Solving Elaborate Problems with LLMs

https://arxiv.org/pdf/2308.09687


Background



Problem To Solve 

● Rigid Tree Structure
○ Limits potential paths 
○ Limits Problem solving possibilities



Proposed Solution

● Graph of Thought (GoT)
○ Arbitrary graph structure
○ Multiple chains adding and subtracting



GoT Framework - Reasoning Process

Graph: G = (V, E) 

● E ⊆ V × V

Directed edges: t, thought (not necessarily final)

● (t1, t2), thought built upon another

Sometimes G = (V,E,c) → classes of thoughts



GoT Framework - Transformation of Thoughts
Graph-Enabled Transformations

pθ:  LLM Used

E-/E+ and V-/V+: Additions or 

subtractions of edges and vertices

Gʹ = T (G, pθ) = (V ʹ , Eʹ )

where V ʹ = (V ∪ V +) \ V − 

and Eʹ = (E ∪ E+) \ E−

● Additions and Subtractions to pθ (current state)



GoT Framework - Transformation of Thoughts

Graph-Enabled Transformations

Gʹ = T (G, pθ) = (V ʹ , Eʹ )

where V ʹ = (V ∪ V +) \ V − 

and Eʹ = (E ∪ E+) \ E−

● Additions and Subtractions

To pθ (current state)

● Aggregation Transformations

● Refining Transformations

● Generation Transformations



GoT Framework - Scoring and Ranking Thoughts

E(v, G, pθ), solution evaluation (v are thoughts to be evaluated)

R(G, pθ, h), thought evaluation (h are highest ranking thoughts)



Architecture

● GoO (Graph of Operations)
● GRS (Graph Reasoning State)
● Prompter
● Parser
● Scording and validation
● Controller



Examples

Sorting Keyword Counting

● Splits passage into smaller 
parts

● Aggregates subresults



Results

Sorting

Keyword 
Counting

• IO: input-output 
(standard output)

• ToT2 (lower k, higher L)



Results

GoT improves on ToT, 
● Reduce median error by 62%
● More costly than ToT2 variation 

GoT provides answers better than CoT and IO 
● 65% and 83%
● Significantly higher cost

GoT allows increased task complexity



Take Away

● Allows improvement without model update

● Outperforms other prompting schemes in solutions

● Reduces costs compared to other complex paradigms

● Excels at larger and more complex prompts



Future of LLM Reasoning
● Cannot self-correct reasoning

○ Struggle without human interaction
○ Could degrade quality with attempted self-correcting
○ https://arxiv.org/abs/2310.01798 

● More to do in mathematical reasoning
○ Large field of metrics, datasets, and settings for rigorous logical reasoning 
○ Lack of unified framework to determine successful models 
○ https://arxiv.org/pdf/2402.00157 

● LLMs are black-box mechanisms
○ Attention heads to discovery reasoning
○ https://arxiv.org/pdf/2409.03752 

https://arxiv.org/abs/2310.01798
https://arxiv.org/pdf/2402.00157
https://arxiv.org/pdf/2409.03752


Q&A

Thank you for listening!


