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Large Language Models 
Can Self-Improve 

Huang et al. 

Huang et al. https://arxiv.org/abs/2210.11610                                                                         

https://arxiv.org/abs/2210.11610


Recap

● Chain-of-Thought prompting (Wei et al., 2022b)
● Self-consistency (Wang et al., 2022b)

Besta, Maciej, et al. "Graph of thoughts: Solving elaborate problems with large language models." Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 38. No. 16. 2024.



Related Work - Self-Improvement Framework

● Traditional Self-Training 
○ Assigns pseudo-labels to unlabeled data using trained classifier 
○ Iterative process: Generate pseudo-labels → Retrain → Repeat

● Innovative Approach of This Work
○ Combines Chain-of-Thought (CoT) prompting and self-consistency 
○ Generates rationale-augmented answers
○ Provides both answers and reasoning processes
○ Directly applied to fine-tuning large language models



Method



Method

Multiple Reasoning Paths



Method

Training With Mixed 
Formats

● CoT prompting
● Standard prompting
● "Let’s think step by step" 

(Kojima et al., 2022)
● Plain



Method

● Generating Questions 
○ Select existing questions as input prompt
○ Let the LLM generate consecutive sequences as new questions
○ Only keep the questions that have a highly confident answer

● Generating Prompts 
○ “A: Let’s think step by step.”
○ Let the LLM generate consecutive reasoning paths.



Experiment

● Datasets
○ Arithmetic reasoning: 

■ GSM8K (Cobbe et al., 2021)
■ DROP (Dua et al., 2019)

○ Commonsense reasoning: 
■ OpenBookQA (Mihaylov et al., 2018) dataset, 
■ AI2 Reasoning Challenge (ARC) (Clark et al., 2018) sub-set (ARC-c).

○ Natural Language Inference: 
■ Adversarial NLI (ANLI) (Mihaylov et al., 2018) subsets, 
■ ANLI-A2 and ANLI-A3

● Models
○ PaLM-540B



Result - Main



Result - Main



Result - Ablation study



Result - Self-Improvements



Result - Distillation



Result

Hyperparameter Study

● Temperature
● Number of Sampled 

Reasoning Paths



Result

● Performance on Smaller Model UL2
○ PaLM-540B is about 27 times larger than UL2-20B 

in terms of parameter count.



Conclusions

● Improves the 540B-parameter LLM 
○ 74.4%→82.1% on GSM8K
○ 78.2%→83.0% on DROP
○ 90.0%→94.4% on OpenBookQA
○ 63.4%→67.9% on ANLI-A3

● Out-of-domain (OOD) test tasks
● Future work

○ Large-scale generated data



Progressive-Hint Prompting 
Improves Reasoning in Large 

Language Models
Authors: Chuanyang Zheng, et al.

https://arxiv.org/abs/2304.09797

https://arxiv.org/abs/2304.09797


Problem Statement
● LLMs struggle with complex reasoning tasks.
● Existing methods like Chain-of-Thought (CoT) prompting 

help but have limitations.
● There’s a need for more dynamic and iterative 

approaches.



Baseline Methods and Their Challenges:
● Standard LLM:

○ No specific prompting techniques used; model works in a single-pass manner.
● Chain-of-Thought (CoT):

○ Breaks problems into intermediate reasoning steps.
○ Goes through the problem only once, which isn't always enough for tough questions.

● Complex CoT:
○ Extends CoT with more complex prompts instructions: Still lacks iterative refinement.

● Self-Consistency:
○ Samples multiple paths for consistency Challenge: Computationally expensive.

★  These shortcomings show the need for more dynamic methods



Introduction to Progressive-Hint Prompting 
(PHP)

● PHP guides the model to use previous answers as hints.
● Involves multiple interactions with the model.
● Helps the model refine its responses iteratively.
● mimics human problem-solving by revisiting and 

improving solutions through multiple interactions.



How PHP Works
● Step 1: Generate an initial answer.

● Step 2: Use this answer as a hint for the next 
attempt.

● Step 3: Repeat until the answer stabilizes.

★ PHP integrates easily with existing methods like 

CoT-> we can combine different techniques to 
help the LLM think even better.

Start

Generate Base 
Answer

End

Final 
Answer

Generate 
new answer

Use previous 
answer as hint

Is New Answer 
= 

Previous 
Answer?NO Yes



How PHP Works – Example 1
Purple Box: 
The input of 
LLM. 

Orange Box: 
The output of 
LLM.



How PHP Works – Example 2



Main Results Across Datasets



Performance with Different Base 
Answers



Ablation Study Results



Hint Design Analysis



Results with Self-Consistency



Performance with Advanced Models



Key Findings- Summary of 
Performance Improvements 

● consistently boosts LLM performance 
○ Significant improvements across multiple benchmarks
○ More effective with advanced models and prompts

● State-of-the-Art Results
○ GSM8K: 95.5% (+3.5%)
○ SVAMP: 91.9% (+2.8%)
○ AQuA: 79.9% (+3.5%)
○ MATH: 53.9% (+3.6%)



Conclusion and Future Directions
PHP enhances reasoning in large language models (LLMs).

○ Combines well with existing methods like Chain-of-Thought (CoT) and self-consistency.
○ Significantly improves performance across complex reasoning benchmarks.

Opens new opportunities for AI applications.
○ Potential uses in fields like education, research, and complex problem-solving.

Future work:
○ Automating hint generation to improve efficiency.
○ Exploring new types of hints beyond simple previous answers.



Large Language Models are 
Better Reasoners with Self-

Verification
By Yixuan Weng, et al. 

https://arxiv.org/abs/2212.09561

https://arxiv.org/abs/2212.09561


Background

● Chain of thought (CoT) prompting for complex problems
● Multi-step prompting and multi-token prediction
● Sensitive to individual mistakes or error accumulation 



Challenges

● Detecting and mitigating errors
● Previous method: Training a verifier (Shen et al., 2021; Li et al., 2022)

○ Human annotation and fine-tuned models
○ Limited use in other tasks and domains
○ Non transparent reasoning process 

● A verifier that can avoid human annotations and additional training
● Self verification

○ Forward reasoning
○ Backward verification



Forward Reasoning

● Question + Candidate answers = Candidate conclusion



Backward Verification
● Mask the original condition in the question
● Predict what the original condition would have been based on the candidate conclusions
● Rank the candidate conclusions based how well do the predicted conditions align with the original 

conditions



Condition Masking

● True-False Item Verification - Reasoning QA task
● Condition Mask Verification - Condition filtering

○ “Dana worked 9 hours on Friday, 10 hours on Saturday, and 3 hours on Sunday. She earns 
$13 per hour. How much money did Dana earn in weekend?”



Condition Masking



Verification Score Calculation





Results



Results

● GSM8K: 
○ high quality linguistically diverse grade school math word problems

● SingleEq: 
○ one unknown arithmetic word problems for up-to-4 grade level students

● AddSub
○ addition and subtraction arithmetic word problems

● MultiArith
● AQUA

○ algebraic word problems with natural language rationales
● SVAMP

○ single-equation grade-school algebra word problems with multiple math operations over non 
negative rational numbers and one variable



Results



Results



Result



Results



Results



Summary & Future Work

● LLMs have strong ability to self verify
● Enables enhancement of LLMs’ reasoning abilities through a simple process 

of self-verification
● Limitations

○ Bias
○ Depend on LLMs’ reasoning abilities. What about small scale models?
○ Rely on conclusion not reasoning process
○ Not suitable for evaluating the LLM’s inference procedure
○ Increase computational cost



Plan-and-Solve Prompting: 
Improving Zero-Shot Chain-of-
Thought Reasoning by Large 

Language Models
Lei Wang, et al.

https://arxiv.org/abs/2305.04091

https://arxiv.org/abs/2305.04091


Background

● Complex problems
○ Few-shot chain-of-thought (CoT) prompting(Wei et al.)
○ Zero-shot CoT(Kojima et al.)
○ Similar performance

● Zero-shot CoT
○ “Let’s think step by step”





Challenges

● Zero-shot-CoT
○ Calculation errors
○ Missing Step errors
○ Semantic misunderstanding

● Plan-and-Solve (PS) Prompting
○ Step 1: Prompting for Reasoning 

Generation
○ Step 2: Prompting for Answer 

Extraction



Prompting for Reasoning Generation

● PS prompting
○ “Let’s first understand the problem and devise a plan to solve the problem. Then, let’s carry 

out the plan and solve the problem step by step”
● PS+ prompting

○ “extract relevant variables and their corresponding numerals”(calculation errors)
○ “calculate intermediate results (pay attention to calculation and commonsense)”(missing steps)



PS Prompting



PS+ Prompting



Prompting for Answer Extraction

● Therefore, the answer (arabic numerals) is
● Desired form



Results and Observations

● Last Letter
○ “James Brown” →“sn”

● Coin Flip
○ whether a coin is still heads up after it is 

flipped or not flipped based on steps given 
in the questions



Results and Observations



Results and Observations

● 100 random problems from GSM8K



Summary & Future Work

● New zero-shot prompting method: PS and PS+ prompting
● PS+ prompting outperforms the previous zero-shot baselines across three 

types of reasoning problems
● Zero-shot PS+ prompting has the potential to outperform Few-shot manual-

CoT prompting
● PS+ prompting can be used for non-reasoning tasks
● Refining plans
● Limitations:

○ Designing the prompt to guide LLMs to generate correct reasoning steps
○ Semantic misunderstanding errors still remain


