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Introduction

● LLMs, such as  ChatGPT, Claude, and Bard AI, 
represent a significant leap in the field of natural 
language processing.



Problem Awareness

● Language models often generate unfaithful or hallucinated text

Story of “Snow Cinderella”
● Insufficient attention to 

input context
● Snowball 

hallucinations
● Prone to generating 

non-factual content

Shi, Weijia, et al. "Trusting your evidence: Hallucinate less with context-aware decoding." arXiv 
preprint arXiv:2305.14739 (2023).





Methodology : Context-aware Decoding (CAD)

● CAD adjusts the output probability 
distribution to favor contextually relevant 
information

● Uses a contrastive approach to amplify 
the difference between outputs with and 
without context



Language Model Prediction:

● c: The context provided to the model
● x: The input query
●       :The sequence of tokens generated 

by the model up to time step

Logit Transformation:
● The probability of the model outputting 

is proportional to the exponential of 
the logit function



●                     : The probability of yt given the context
●                   : The probability of yt without the context

● The ratio essentially tells us how much more likely yt becomes when the 
context c is included

● The exponent 𝛼 is a weight that controls how much influence this adjustment 
has

This expression is not a valid probability distribution and needs to be normalized 
across all possible values of yt .



: How likely the model thinks yt should be the next word when 
considering the full context

                          :  contrast the model's behavior with and without the context.



Experimental Setup

Task Evaluated:

● Summarization (CNN-DM, XSUM)
● Knowledge Conflicts (MemoTrap, NQ-Swap)

Models Tested:

● OPT, GPT-Neo, LLaMA, FLAN-
T5

Metrics:

● ROUGE-L - Measure the overlap
● BERT-Precision - Assessee outputs
● FactKB -  Measure factual consistency
● Exact Match - Measure factual consistency



Result & Analysis

● CAD outperforms regular decoding in improving factual accuracy.
○ 14.3% improvement in factuality metrics for LLaMA on CNN-DM.
○ 2.9x improvement in LLaMA on knowledge conflicts QA dataset

CNN-DM: 
A summarization task 
where the goal is to 
generate concise 
summaries of news 
articles.

XSUM: Another 
summarization task, but 
with a focus on extreme 
summarization, where the 
summaries are very short, 
typically a single sentence.



Result & Analysis

● Memo Trap - Test case of memorization 
traps

● NQ - Question answering tasks
● NO-SWAP - Prior knowledge test

➔ CAD Outperforms Regular Decoding
➔ Model Performance Variations

◆ Larger models tend to show greater 
improvements with CAD

➔ Implication
◆ An effective method



Result & Analysis

CNN-DM:
CAD shows a clear advantage

MemoTrap:
CAD maintains or slightly 
improves performance

NQSWAP:
CAD shows more stable 
performance across different 
sizes

● CAD Consistently Outperforms Regular Decoding

CNN-DM: Summarization task 
where ROUGE-L is used as the 
performance metric



Result & Analysis

● Demonstrates that there is an optimal range for the context-aware adjustment coefficient α, typically around 0.5 to 
1.0, where the performance of the model is maximized across different tasks.



Conclusion

● Larger models benefit more from CAD.
○ CAD effectively mitigates hallucinations by focusing on contextual information

● CAD's performance improves with increased α, especially in knowledge 
conflict tasks.

○ Applicable to various language models without additional training.

Shi, Weijia, et al. "Trusting your evidence: Hallucinate less with context-aware decoding." arXiv 
preprint arXiv:2305.14739 (2023).



Future Work

● Further exploration of CAD in different domains and model architectures.





False Claim

Snowballed
Evidence

Corrected 
Evidence



Why Does SnowBalling Happen?



Experiment and Dataset:

● 3 QA datasets to probe hallucination snowballing:



Results:



Prevention?

● Encouraging Model to generate reasoning before answer:
○ “Let’s think step by step…”



Miscellaneous Algorithmic Corrections:

1) Increasing temperature: At t= to 0.6 ~ 0.9 the authors had the lowest error 
rates. 

2) Top-k and nucleus sampling: Does not help as they narrow the range of 
tokens, causing more initial committal.

3) Beam search: Predicted would help tremendously 

Zhang, M., Press, O., Merrill, W., Liu, A., & Smith, N. A. (2023). How language model hallucinations can 
snowball. Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics. Paul G. 
Allen School of Computer Science and Engineering, University of Washington; New York University; Allen 
Institute for Artificial Intelligence



Takeaways

● The problem of Hallucination Snowballing
● Solutions in thought probing
● Solutions in algorithm





Hallucination Detection Method:

● Historic: Document retrieval to validate or challenge claims
○ Issues:

■  Hard-coded amount of documents
■  fixed context span
■ Ie. texts, knowledge graphs, web results

● Solution proposed by paper:
○ Dynamically determining optimal number of external evidence sources
○ Taking into account various factors ie. complexity, ambiguity, availability of sources 
○ Utilizing a Bayesian Sequence Model while keeping retrieval the same









Method:

● Bayesian Sequential Analysis:
○ Framework for making informed decisions based on 

accumulating evidence.
○ Select decisions that minimize expected costs utilizing grid 

approximation.



Cost Functions:

Wang, X., Yan, Y., Huang, L., Zheng, X., & Huang, X. (2023). Hallucination detection for generative large language models by Bayesian 
sequential estimation. Proceedings of the 61st Annual Meeting of the Association for Computational Linguistics. Fudan University, 
Shanghai Key Laboratory of Intelligent Information Processing; Alibaba Group

Cost Stop

Cost 
Continue

Optimized 
Continue

Decision



Sub claims

Document Retrieval 

Entailment/validity of subclaim

Bayesian Risk Decision w/ Costs

Minimum factual score



Results:

Wang, X., Yan, Y., Huang, L., Zheng, X., & Huang, X. (2023). 
Hallucination detection for generative large language models 
by Bayesian sequential estimation. Proceedings of the 61st 
Annual Meeting of the Association for Computational 
Linguistics. Fudan University, Shanghai Key Laboratory of 
Intelligent Information Processing; Alibaba Group



Takeaways:

● Historic Hallucination detection consist of fixed 
evidence retrieval

● Using Bayesian Sequential Model is better
○ More optimization
○ Dynamic adjustments





Background & Related Work

● Many works have contributed different solutions to hallucination:
○ Prompting: scratchpads, verification, chain-of-thought, self-reflection, fine-tuning
○ Training: reinforcement learning, dataset pruning, external knowledge, likelihood estimation

● All single-agent, with or without outside influence



Background & Related Work

● The Society of Mind by Marvin Minsky 
(1986)

● A philosophical framework that views a 
“mind” as a network of “agents”

○ Language, learning, memory, etc.

● Through collision and teamwork, these 
agents are the source of intelligence and 
consciousness



Multiagent Debate

● Du et al. reframes Society of Mind theory, with LLMs as agents

● Each agent creates an answer to a prompt, which is then given to the other 
agent(s) in a new round of prompting

● Like PHP Hinting, but the hints are generated by other agents



Multiagent Debate

● Consider solving a math problem: Find the area of this triangle

● Might think “right triangle, so area is 0.5 * h * w”
○ 0.5 * 4 * 3 = 6

● Then might double-check with Law of Cosines:
○ ½ * h * w * sin(θ) = ½ * 4 * 3 * 1 = 6

● If the answers are the same, you feel more confident

(Incidentally, the paper says the answer is 64, I think it’s a typo.)



● Initial Prompt

● Initial Answer -> 
     Secondary prompt

● Secondary Answer ->

…

● Until consensus or max rounds

Multiagent Debate Procedure



Multiagent Debate Example



Experiments

● Questions:

1. To what extent does multiagent debate improve reasoning?
 
2. To what extent does multiagent debate improve factual validity? 

2. What design choices enable multiagent debate to improve language 
generation performance?



Experiment 1 (ChatGPT)

1. Arithmetic (Accuracy)
 
2. Grade School Math (Accuracy) 

2. Chess Move Prediction (Pawn score from Stockfish)



Experiment 1 Results - Consensus



Experiment 1 Results - Performance



Experiment 2 (ChatGPT)

1. Bullet-Point Biography (Accuracy)
 
2. Massive Multitask Language Understanding/MMLU (Accuracy) 

2. Chess Move Prediction (Pawn score from Stockfish)



Experiment 2 Results - Consensus



Experiment 2 Results - Performance



Experiment 3

1. Varying number of agents
 
2. Varying number of rounds

2. ChatGPT and Bard



Experiment 3 Results - Performance

● [Add info from Section 3.3]



Experiment 3 Results - Performance



Analysis - Performance

● [Add info from Section 3.3]



Analysis – Performance



Discussion

● Simple and effective

● However, more computationally expensive

● More difficult to process all input, especially with more rounds

● Convergence ≠ Correct



Wrap Up



Hallucination

● LLMs are known to regurgitate inaccurate information, often 
that is not even present in the input document

● Known as “hallucination”



Summary – Four Papers
1. Context-Aware Decoding is shown to mitigate hallucinations

1. Hallucinations can snowball into more mistakes that otherwise 
would not occur
• Better prompts or algorithms

2. Bayesian Sequential Estimation is also useful for hallucination

1. Multiple agents can come together for a more accurate 
answer, both for hallucination and reasoning



Future Work - Challenges

● Even in the best performance, LLMs can still hallucinate

● This can impact trust and adoption of these models, even in 
areas where they excel



Future Work - Challenges

● Difficult to run more complex experiments, as fact-checking is 
resource-intensive and ambiguous (Havana vs. Spain)

● Many of the largest/powerful models are black-box and 
therefore hard to theoretically analyze



Future Work - Challenges

● All strategies defined here increase computation, time, or both

● This can also cause these methods to gain less adoption



Future Work - Opportunities

● Need to explore different application scenarios

● There is an opportunity to explore the role of the input data in 
hallucination



Future Work - Opportunities

● Need to explore the relationship between hallucination and 
creativity

● In psychology, there is plenty of work on the interplay between 
hallucination and imagination, this may be an opportunity to 
open up creativity as an emergent property



References

● Shi, Weijia, et al. "Trusting your evidence: Hallucinate less with context-aware decoding." arXiv preprint arXiv:2305.14739
(2023).

● Zhang, Muru, et al. "How language model hallucinations can snowball." arXiv preprint arXiv:2305.13534 (2023).

● Wang, Xiaohua, et al. "Hallucination detection for generative large language models by bayesian sequential estimation." 
Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing. 2023.

● Du, Yilun, et al. "Improving factuality and reasoning in language models through multiagent debate." arXiv preprint 
arXiv:2305.14325 (2023).



Thank you!
Any Questions?


