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• Challenge with ChatGPT: Great for general responses, but what if 
you need a version with new, specialized, or updated information?
• Pre-trained LLMs: Store knowledge up to a point, but can’t easily 
incorporate new data.
• The Problem: How can we dynamically update models with real-
time or specific information like company documents or recent research?

Why Retrieval-Augmented Generation 
(RAG)?
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You provide it with your own documents (in the form of urls, pdf files, 
docx files, txt files).

1. It stores these documents in a vector database.
2. You provide a query (i.e., a question)
3. The Retriever is tasked with retrieving contents from the vector 

database that is relevant to your query (question).
4. The retrieved information is fed into the Generator (think of 

chatGPT as a generator), and with this Augmented information
5. A response with respect to your provided documents are now 

generated
Hence the name: Retrieval-Augmented Generation (RAG)!

How RAG Solves the Problem

x
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Two Key Components:
 1. Retriever: Finds relevant documents (non-parametric 
memory).
 2. Generator: Generates responses based on the retrieved 
documents (parametric memory).

RAG Model Architecture
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DPR*:
• Bi-Encoder Architecture:
 • Document Encoder d(z): Encodes documents using BERT.
 • Query Encoder q(x): Encodes queries using BERT.
•  Uses two encoders to create dense embeddings.
•  Measures similarity using a dot product between the queries and 
documents embeddings.
•  Closer embeddings indicate more relevant document pairs.

RAG Retriever: Dense Passage Retrieval 
(DPR)

x *Dense Passage Retrieval for Open-Domain Question Answering (Karpukhin et al., 2020)
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RAG Model Architecture

x

Vector Matching: The retriever finds documents based on Maximum Inner Product Search (MIPS*) 
with FAISS for efficient retrieval.

*Asymmetric LSH (ALSH) for Sublinear Time Maximum Inner Product Search (Shrivastava et al., 2014)



8Insert Name of Department or Business Unit

Generator Component:
 • BART-Large: A pre-trained sequence-to-sequence 
transformer with 400M parameters.
 • Pre-training Objective: Denoising autoencoder with various 
noising functions.
 • Input and Retrieved Content: Input x and retrieved content z 
are concatenated for generation.
 • BART as Parametric Memory: Stores internal knowledge 
from pre-training, making it the parametric memory.

RAG Generator: BART
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RAG-Sequence Model:
 • Retrieves Top-K documents.
 • Uses the same document for the whole output sequence.
 • The document is treated as a latent variable for 
marginalization.

RAG-Token Model:
 • Retrieves Top-K documents.
 • Uses different documents for each token.
 • Each token is generated based on a new document.

RAG-Sequence model and RAG-Token 
model
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Joint Training:
 • Retriever and Generator are trained jointly by minimizing 
negative marginal log-likelihood：
 • Fine-tune Query Encoder (BERT_q) and BART Generator.
 • Document Encoder (BERT_d) remains fixed to reduce training 
cost.
Document Index: Pre-computed index for document retrieval.

Training the RAG Model
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Decoding Methods:
 • Thorough Decoding:
  • Extra passes for documents not in beam.
  • Combines probabilities across all documents.
 • Fast Decoding:
  • Skips extra passes.
  • Faster for longer outputs.

Decoding in RAG Models
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Wikipedia Dump:
 • Used December 2018 Wikipedia dump.
 • Split into 100-word chunks (21M documents).
 • Documents stored in FAISS for fast retrieval.
Top K Documents:
 • During training, top K documents (K = 5 or 10) were retrieved 
for each query.

Key Experimental Setup and Results 
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RAG vs. REALM & T5+SSM:
 • RAG achieves strong results without expensive pre-training.
 • RAG sets a new state-of-the-art across QA tasks.

Open-Domain Question Answering
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• RAG-Sequence beats BART on MS-MARCO NLG by 2.6 Bleu points 
and 2.6 Rouge-L points.

Abstractive QA
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• RAG-Token outperforms RAG-Sequence and BART on Q-BLEU-1.
• Evaluators rated RAG more factual than BART in 42.7% of cases.

Jeopardy Generation
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• RAG scores within 4.3% of state-of-the-art for 3-way classification.

Fact Verification and Classification
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• RAG-Sequence produces more diverse generations than RAG-Token 
and BART.

Further Study – Generation Diversity
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• More documents lead to better results in Open-domain QA for 
RAG-Sequence.
• RAG-Token performance peaks at 10 documents.
• Retrieving more documents improves Rouge-L but reduces Bleu-1 
for RAG-Token.

Further Study – Document Retrieval 
and Performance
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Strengths of RAG:
• Built on reliable knowledge sources (like Wikipedia), reducing 
hallucination and improving accuracy.
• Allows for greater control over the output by using specific 
documents.
• Applicable to various fields like healthcare, education, and customer 
service.
Limitations:
• External sources (e.g., Wikipedia) may not always be completely 
accurate or unbiased.
• There’s potential for misuse in creating harmful or misleading 
content.

Discussion
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Investigating the Factual Knowledge 
Boundary of Large Language Models 

with Retrieval Augmentation

Ren et al.

Gaoling School of Artificial Intelligence, Renmin University of China
Baidu Inc.

Beijing Key Laboratory of Big Data Management and Analysis Methods

Published: July 2023
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Can LLMs detect their own knowledge boundaries?
   

Does Retrieval Augmentation change the boundary or detection?
   
Does document structure affect Retrieval Augmentation?
 

Investigating the Factual Knowledge 
Boundary of Large Language Models 
with Retrieval Augmentation
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QA Prompting
• With & without documents

Judgmental Prompting
• Priori (before answer):

– Accuracy possible?
– LLM “Give-up”
– Right/G vs Right/¬G

• Posterior (after answer)
– Response correct?
– LLM “Eval-Right”
– Eval-Acc

Task Setup
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LLMs
• text-davinci-003 and gpt-3.5-turbo

Knowledge QA datasets
• Natural Questions, TriviaQA, Hotpot QA

Retrievers
• RocketQAv2 with Faiss (Dense), BM25 (Sparse), ChatGPT

10 documents (Wiki or ChatGPT)
• “Passage-{num}: Title: {title} Content: {content}”
• “Passage-{num}: {content}”

Source Setup
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LLMs bad at knowledge boundaries 
• When to give up and correctness

RAG helps except for ChatGPT generator with TriviaQA 
• Also organizes internal knowledge for ChatGPT retriever

Dynamically using RAG based on prior “give up” helps again!
Improvement of more documents levels out at 5-10
All categories of QA improve except for ChatGPT “which” & “declare”
• Already LLM strong suit?

“Good” vs “Bad” documents matter & improve or degrade performance

Summary of Results
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Judgments improve: 
➢ Right & Give-up
➢ Right & not Give-up
➢ Eval-Right
○ Closer to Eval-

Acc

RAG helps except for 
with ChatGPT TriviaQA 
➢ Higher EM & F1
➢ Better Eval-Acc
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Dynamically using RAG to 
answer based on “give up” 
assessment prior
➢ RAG judgment helps!
➢ Normal degrades
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Improvement of more 
documents levels out at 5-10
➢ Exact match goes up
➢ Give up rates go down
➢ Insensitive to order

All categories of QA improve except 
for ChatGPT “which” & “declare” 
➢ “why” improves most
➢ “who” performs best
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“Good” vs “Bad” documents matter
➢ Golden: contain correct answers

○ Top 100 sampled top to bottom
➢ Highly-related: very relevant but no correct answers

○ Top 100 sampled top to bottom
➢ Weakly-related: somewhat relevant and no correct answers

○ Top 100 sampled randomly excluding above
➢ Random from entire corpus: not relevant and no correct answers
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Conclusions

Can LLMs detect their own knowledge boundaries?
     Inaccurate & overconfident

Does Retrieval Augmentation change the boundary or detection?
    Helps priori and posteriori judgments

Does document structure affect Retrieval Augmentation?
    Relies on relevance & quality 
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REPLUG: Retrieval-Augmented Black-
Box Language Models

Shi et al.

Published: May 2023
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Does RAG work when LLM is a black box?
Retrieve & Plug (RePlug):

Retrieval component is tunable “plug & play”
RePlug with LM-Supervised Retrieval (LSR):

     Adapt RePlug based on LLM feedback
Test across datasets!

The Pile, MMLU, Open Domain QA

RePlug: Retrieval-Augmented Black-
Box Language Models
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Map each document & query to embedding (use top k by cosine 
similarity)

Prepend each document to query and choose token by ensemble output

RePlug Setup
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Dense retriever with dual encoder 
● Cosine similarity s for embedding E
● Document d from corpus D & input x

RePlug Details

Probability p of next token y 
● Top-k documents D’ by s(d,x)
● Concatenation of 2 sequences “◦”
● Weighted average ensemble

Weight for ensemble λ
● Reuse similarity score s(d,x)
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Loss of retrieval likelihood (marginalization) & LM likelihood (perplexity)
Recompute embeddings

RePlug LSR Setup
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RePlug LSR Details

Retrieval likelihood P
● Hyperparameter γ softmax temperature
● Marginalize over d in D’

LM likelihood Q
● Perplexity with & without d
● Token y more probable
● Hyperparameter β

Loss function L 
● Minimize KL divergence
● Close Retrieval P & LM Q
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Better than random ensemble!
The Pile (GPT-2 & GPT-3): diverse domains (web pages, code, academics)
• RePlug LSR (+7.7%) better than RePlug (+4.7%)

MMLU (Codex): multiple choice QA across disciplines
• RePlug LSR (+5.1%) better than RePlug (+4.5%)

Open Domain NQ & TriviaQA (Codex): collected from Wiki & web
• RePlug LSR (+12.0%) better than RePlug (+5.0%)

Applicable to diverse language models
Rare entities benefit from retrieval

Summary of Results
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The Pile (GPT-2 & GPT-3): Diverse

MMLU (Codex): Multiple Choice

Top 
MMLU 
LLMs

RePlug LSR (+7.7%) better than RePlug (+4.7%)

RePlug LSR (+5.1%) better than RePlug (+4.5%)

Tuned 
RAG
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Open Domain NQ & TriviaQA (Codex): Wiki/Web

RePlug LSR (+12.0%) better than RePlug (+5.0%)

Powerful LLMs

★ Lag behind LMs tuned on 
full data likely due to 
near-duplicate questions 
in training set

Tuned RAG LMs
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LLMs with varying sizes (WikiText): 
➢ GPT2 

○ 117M, 345M, 774M, 1.5B
➢ OPT 

○ 125M, 350M, 1.3B, 2.7B, 6.7B, 13B, 30B, 66B
➢ BLOOM 

○ 560M, 1.1B, 1.7B, 3B and 7B 

Perplexity lower with RePlug

Better than 
random 

ensemble!
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Does RAG work when LLM is a black box?
Retrieve & Plug (RePlug)
RePlug with LM-Supervised Retrieval (LSR)
Across datasets (even STEM)!

Even the state-of-the-art large-scale LMs benefit from retrieval!
Limitation: lacks interpretability and knowledge boundary detection

• RAG vs internal knowledge usage

Conclusions
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Self-RAG: Learning to Retrieve, Generate, and 
Critique through Self-Reflection

Akari Asai, Hannaneh Hajishirzi et al.
ICLR’24
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• Large Language Models: 
– Successful, but hallucinations (factually incorrect or nonsensical)

• Retrieval-Augmented Generation (RAG):
– Augment the input of LLMs with relevant retrieved passages

– Reduce factual errors in knowledge-intensive tasks, like QA

Background

x
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• Problems:
• Retrieving is not always necessary

• The retrieved documents may not be 

relevant

• No guarantee that generations are 

entailed by cited evidence

=> Performance can be even poorer

Background
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• Think in 3 Steps:
1. Do we need retrieval?
2. Are the retrieved documents relevant?
3. Given the input query and retrieved documents, is the generations of good 

quality?

• How?
➢Through Reflection Tokens

• On-demand retrieval (retrieval token)
• Self-reflection (critique token)

Self-RAG

x
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• x: input
• y: output
• d: relevant passage

The bold text indicates the most desirable critique tokens

Reflection tokens
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Reflection tokens

x

Totally 13 new tokens
added to the original
vocabulary
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Overview of Self-RAG (Inference)
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Overview of Self-RAG (Inference)
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Overview of Self-RAG (Inference)
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How to train
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• Use the instruction and demonstration pairs to prompt GPT-4

GPT-4-based data collections

x

Instructions and 
demonstrations for
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• Use the instruction and demonstration pairs to prompt GPT-4

GPT-4-based data collections

x

Instructions and 
demonstrations for
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GPT-4-based data collections

x
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How to train
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How to train

x



58Insert Name of Department or Business Unit

Training
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Tasks and Datasets

x

• Closed-set tasks (Select the correct answers, using Acc as metric)
– PubHealth: a fact verification dataset about public health
– ARC- Challenge: a multiple-choice reasoning dataset

• Short-form generations tasks (whether gold answers are included in the 
model generations)
– PopQA
– TriviaQA-unfiltered

• Long-form generation tasks
– Bio: a biography generation task (use official FactScore metric to evaluate)
– ALCE-ASQA: a long-form QA task (use official correctness (str-em), fluency 

metric to evaluate)
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Experiment

x

Models trained and 
reinforced using private 
data

RAG+LMs trained 
with private data

Baselines without
retrieval

Baselines with
retrieval
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Experiment

x

• SELF-RAG outperforms ChatGPT in PubHealth, PopQA, biography 
generations, and ASQA (Rouge and MAUVE).

• SELF-RAG outperforms other RAG+LMs that trained with private 
data baselines
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Experiment

x

SELF-RAG 
outperforms
65B LLMs with 
sophisticated prompt 
engineering
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Ablation Study
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Conclusion

x

• SELF-RAG, a new & SOTA framework to enhance the quality and 
factuality of LLMs through retrieval on demand and self-reflection.

• SELF-RAG trains an LM to learn to retrieve, generate, and critique 
text passages and its own generation by predicting the next tokens from 
its original vocabulary as well as designed reflection tokens.
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Future Directions

x
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