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RAG

Retrieval Augmented Generation (RAG)

 Retrieval-augmented generation (RAG) is a technique for enhancing
the accuracy and reliability of generative Al models with facts fetched
from external sources
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RAG

Importance

e Updated world knowledge
* Providing insights into their predictions
* Hallucinations



Define "middle ear"(x)

Question Answering:
Question Query

Barack Obama was
born in Hawaii. (x)

Fact Verification: Fact Query

The Divine 3
Comedy (x)
Jeopardy Question
Generation:
Answer Query

RAG Architecture

_____________________________ The middle ear includes
the tympanic cavity and
the three ossicles. (y)

Question Answering:
Answer Generation

supports (y)

Margin- Fact Verification:

. Label Generation
alize

po —————3p This 14th century work

is divided into 3

sections: "Inferno",
"Purgatorio” &
"Paradiso" (y)

Question Generation

|

Input data

| | |

Retriever Model Generator Model

Architecture Architecture QUIEpIE 251

For query x, Maximum Inner
Product Search (MIPS) is used to
find the top-K documents z,.

For final prediction y, z is treated as
a latent variable and marginalized
over seq2seq predictions given
different documents

RAG implementations showed better performance in all tested tasks . 6



RAG Architecture

Models

RAG

Mrlatlons RAG.Token

RAG-Sequence .
Retrieved passages are represented as

Retrieved passages are treated as token-level embeddings

sequences of text
Instead of concatenating the passages with
Each retrieved passage is concatenated with the input data, token-level representations

the input data or prompt to form a longer of the passages are directly integrated into

sequence the input embeddings

This combined sequence is then fed into the The generator model (BART) then operates

generator model (e.g., BART) for generating on these modified input embeddings,
the final output considering the additional information from
the retrieved passages during generation.
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Results

Experimental Results

* Tasks:
* Open-domain Question Answering
e Abstractive Question Answering
* Jeopardy Question Generation
* Fact Verification



Experimental Results

Task: Open-domain Question Answering

Model NQ TQA WQ CT

Closed T5-11B[52] 345 - /50.1 374 -
Book  T5-11B+SSM[52] 36.6 - /60.5 44.7 -

Open REALM[20] 404 - / - 407 468
Book DPR [26] 415 579/ - 411 506

RAG-Token  44.1 55.2/66.1 45.5 50.0
RAG-Seq. 44.5 56.8/68.0 452 52.2

Table 1: Open-Domain QA Test Scores.

Results

Model Jeopardy MSMARCO FVR3 FVR2
B-1 QB-1 R-L B-1 Label Acc.

SotA - - 49.8% 49.9* 76.8 92.2%*
BART 15.1 197 382 416 64.0 8l1.1

RAG-Tok. 17.3 222 40.1 415
RAG-Seq. 147 214 40.8 442

725 895

Table 2: Generation and classification Test Scores.

RAG implementations showed better performance showing improved performance on all except one open-domain questlon

answering task.



Results

Experimental Results

Task: Fact Verification

Document 1: his works are considered classics of American Doc 1 A -
literature ... His wartime experiences formed the basis for hisnovel .0 .
” A Farewell to Arms” (1929) ... Doc 3
oc 3 7
Document 2: ... artists of the 1920s “Lost Generation” expatriate Doc 4 -
community. His debut novel, “The Sun Also Rises”, was published
in 1926. Doc 5 1 L L L T L} L] L} ] L] L] 1 L 1 1 1 1 Ll Ll 1 1 Ll Ll
" ESSLT S e QA SO e &

Figure 2: RAG-Token document posterior p(zi|X, vi, yi) for each generated token for input “Hemingway" for Jeopardy
generation with 5 retrieved documents.
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Results

Experimental Results

Task: Fact Verification

Task Input Model Generation
define middle BART ’The middle ear is the part of the ear between the middle ear and the nose.
ear RAG-T The middle ear is the portion of the ear internal to the eardrum.
MS- RAG-S The middle ear includes the tympanic cavity and the three ossicles.
MARCO what currency BART The currency needed in Scotland is Pound sterling.
needed in RAG-T Pound is the currency needed in Scotland.
scotland RAG-S The currency needed in Scotland is the pound sterling.
BART ’This state has the largest number of counties in the U.S.
Jeopardy Washington = RAG-T It’s the only U.S. state named for a U.S. president
Question RAG-S 1It’s the state where you’ll find Mount Rainier National Park
nger .. BART "This epic poem by Dante is divided into 3 parts: the Inferno, the Purgatorio & the Purgatorio
-ation The Divine 's "[nferno” f £ this epi
Comedy RAG-T Da_nte s "Inferno" is the- rst part of this epic poem _ .
RAG-S This 14th century work is divided into 3 sections: "Inferno", "Purgatorio" & "Paradiso"

Table 3: Table 3: Examples from generation tasks. RAG models generate more specific and factually accurate
responses. ‘?’ indicates factually incorrect responses, * indicates partially correct responses.
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Results

Experimental Results

Task: Jeopardy Question Generation Task: Generation Diversity
Factuality ~ Specificity MSMARCO  Jeopardy QGen
BART better 71.1% 16.8% Gold 89.6% 90.0%
RAG better 42.7 % 37.4% BART 70.7% 32.4%
Both good 11.7% 11.8% RAG-Token 77.8% 46.8%
Both poor 17.7% 6.9% RAG-Seq. 83.5% 53.8%
No majority 20.8% 20.1%
Table 4: Human assessments for the Table 5: Ratio of distinct to total tri-grams for generation tasks

Jeopardy Question Generation Task
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Experimental Results

Task: Retrieval Ablations

Results

Model NQ TQA WQ CT Jeopardy-QGen MSMarco FVR-3 FVR-2
Exact Match B-1 QB-1 R-L  B-1 Label Accuracy
RAG-Token-BM25 29.7 415 321 331 | 175 223 555 484 75.1 91.6
RAG-Sequence-BM25 31.8 44.1 36.6 338 | 11.1 195 56.5 469 ’ ’
RAG-Token-Frozen 378 50.1 37.1 51.1 | 16.7 21.7 559 494 7.9 89 4
RAG-Sequence-Frozen 41.2 521 41.8 526 | 11.8 19.6 56.7 473 ' '
RAG-Token 435 548 465 519 | 179 226 562 494 745 90.6
RAG-Sequence 440 558 449 534 | 153 215 572 475 ' '

Table 6: Ablations on the dev set. As FEVER is a classification task, both RAG models are equivalent.
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Results

Experimental Results

Task: Index hot-swapping
e Built an index using the DrQA Wikipedia dump from December 2016 and compare outputs from RAG using this index
to the newer index from our main results (December 2018).

* RAG answers 70% correctly using the 2016 index for 2016 world leaders and 68% using the 2018 index for 2018 world
leaders.

* This shows that RAG’s world knowledge can be updated by simply replacing its non-parametric memory.



Results

Effect of Retrieving more documents
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Retrieving more documents can lead to improved relevance of the retrieved passages. The model shows diminishing
returns when it comes to the number of documents retrieved after retrieving a certain number of documents.
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Conclusion

Conclusion

* Hybrid generation models with access to parametric and non-
parametric memory.

* Obtains state of the art results on open-domain QA

* Improved generation compared to parametric BART, with RAG more
factual and specific
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INN-LM

KNN-LM

* An approach that extends a pre-trained LM by linearly interpolating its next word
distribution with a k-nearest neighbors (KNN) model

* The nearest neighbors are computed according to distance in the pre-trained
embedding space and can be drawn from any text collection, including the
original LM training data.

* This approach allows rare patterns to be memorized explicitly, rather than
implicitly in model parameters.

* It also improves performance when the same training data is used for learning
the prefix representations and the kNN model, strongly suggesting that the
prediction problem is more challenging than previously appreciated.



KNN-LM Architecture

Model Architecture

Training Contexts | Targets || Representations Distances Nearest k Normalization Aggregation Com P utin g
C; U; ki = f(ci) d; = d(q,k;) p(k;) o exp(—d;) i - ) diStribUtiOn over
Obama was senator for | llinois @00® | 4 Hawaii |3 | Hawaii (0.7 (— % Hawaii | 0.8
Barack is married to | Michelle —| 100 # linois {4 |~ lllinois 0.2 > Hinois | 0.2 targets
Obama was born in | Hawaii i 5 +|  Hawaii |5 > Hawaii|0.1
Obama is a native of | Hawaii 3 3 Classification Interp:;lation
4 pLy(y) Ip(v) = Apan () + (1= A)ppaly)
Test Context Target Representation
T q=f(z) Hawaii |0.2 Hawaii | 0.6
lllinois |0.2 — Illinois | 0.2
Obama’s birthplace is ? @O0® x >
Datastore
: Inference :
Construction Interpolation
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Figure 1. lllustration of kKNN-LM



Experimental Results

Results

Model Perplexity (|) # Trainable Params
Dev Test
Base LM (Baevski & Auli, 2019) 14.75 11.89 247
+kNN-LM 14.20 10.89 247M

Model Perplexity () # Trainable Params
Dev Test

Baevski & Auli (2019) 17.96 18.65 247TM
+Transformer-XL (Dai et al., 2019) - 18.30 257TM
+Phrase Induction (Luo et al., 2019) - 17.40 25T™M

Base LM (Baevski & Auli, 2019) 17.96 18.65 247
+kNN-LM 16.06 16.12 247TM
+Continuous Cache (Grave et al., 2017c) 17.67 18.27 247TM
+kNN-LM + Continuous Cache 15.81 15.79 24T

Table 1. Performance on WIKITEXT-103

Table 2. Performance on BOOKS

The kNN-LM model shows improvement compare to the baselines with lower perplexity scores 20



Experimental Results

Task : Training Data as the datastore

Results

0.5

£ 04
19 =
g . — Wiki-100M =803
9 -== Wiki-3B e —>= KNN-LM (Wiki-100M + kNN)
Training Data Datastore Perplexity (|) § 2 —¢ KNN-LM (Wiki-100M + kNN) g3
Dev Test 802
WIKI-3B - 16.11 15.17 €01
WIKI-100M - 20.99 19.59
0.0
WIKI-100M WIKI-3B 14.61 13.73 140,0 1.5 2.0 2.5 3.0 0.0 0.5 1.0 1.5 2.0 2.5 3.0
Size of datastore (in billions) Size of datastore (in billions)
(a) Effect of datastore size on perplexities. (b) Tuned values of \ for different datastore sizes.
perp

Table 3. Experimental results on WIKI-3B

Figure 2. Varying size on the datastore

As the size of the datastore increases, a higher weight on the
retrieved training examples (controlled by A) becomes more
beneficial in improving model performance 21



Experimental Results

Task : Additional Data without training

Training Data Datastore Perplexity ({)
Dev Test
WIKI-3B - .13 34.84
BOOKS - 14.75 11.89
WIKI-3B BOOKS 24.85 20.47

Table 4. Performance on in-domain BOOKS data

Results

—

(Feed Forward Network)

—®

Multi Headed
Self Attention

Figure 3. Transtormer layer ot the LM

Key Type Dev ppl. (1)
No datastore 17.96
Model output 17.07
Model output layer normalized 17.01
FFEN input after layer norm 16.06
FFN input before layer norm 17.06
MHSA input after layer norm 16.76
MHSA input before layer norm 17.14

Table 5. WIKITEXT-103 validation results using
different states from the final layer of the LM as
the representation function for keys and queries
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Results

Experimental Results

Task: Tuning Nearest neighbor search

== Books (In-domain)

17.6 == KNN-LM on Wikitext-103 Wiki-3B + Books Datastore
e 18 - —h— (Domain Adaptation) o >
17.2 ) [+ %
o 17 K
217.0 £ -32 §
% 16.8 E :g
7 £ 16 - -30.8
16.6 _g <é
16.4 g % .g
15 a
16.2 ’\\‘\’w_ - 26
1 2 8 64 256 1024 =3 0.0 0.2 0.4 0.6 0.8
k (# nearest neighbors) A (interpolation parameter)
Figure 4. Effect of the number of nearest Figure 4. Effect of interpolation parameter A
neighbors returned per word on WIKITEXT- on in-domain (left y-axis) and out-of-domain

103 (validation set). (right y-axis) validation set performances.



Results

Experimental Results

Test Context (pnn = 0.998, prm = 0.124) Test Target

it was organised by New Zealand international player Joseph Warbrick, development
promoted by civil servant Thomas Eyton, and managed by James Scott, a
publican. The Natives were the first New Zealand team to perform a haka,
and also the first to wear all black. They played 107 rugby matches during
the tour, as well as a small number of Victorian Rules football and associ-
ation football matches in Australia. Having made a significant impact on

the...

. . Training Context
Training Set Context Set Target  Probability
As the captain and instigator of the 1888-89 Natives — the first New Zealand  development 0.998

team to tour the British Isles — Warbrick had a lasting impact on the...

promoted to a new first grade competition which started in 1900. Glebe district 0.00012
immediately made a big impact on the...

centuries, few were as large as other players managed. However, others game 0.000034
contend that his impact on the...

Nearly every game in the main series has either an anime or manga adap-  development  0.00000092
tation, or both. The series has had a significant impact on the...

Figure 6: Example where the kNN model has much higher confidence in the correct target than the
LM. Although there are other training set examples with similar local n-gram matches, the nearest
neighbour search is highly confident of specific and very relevant context.

Figure 6. Example where the kNN model has much higher confidence in the correct target than the LM.



Results

Experimental Results
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: Figure 8. Training curves for the Transformer LM with
Figure 7. Interpolating the Transformer LM with n- g : -
and without dropout.

gram LMs on WIKITEXT-103 (validation set) . 25



Results

Conclusion

* KNN-LM outperform standard language models by directly quering
training examples at test time

* Learning similarity functions between contexts may be an easier
problem than predicting the next word from some given context.
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