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What is MultiModal Large Language Model?

• Multimodal can refer to:

1. Input and output are of different modalities (e.g. text-to-image, image-to-text).

2. Inputs are multimodal (e.g. a system that can process both text and images).

3. Outputs are multimodal (e.g. a system that can generate both text and images)

4. A combination of all of the above.

• Multimodal Large Language Model (MLLM) is a Large language model that can 
process different modalities .

• Take them as input or provide them as output after processing.

2



GPT-4V example
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State of the Art
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Visual Instruction 
tuning
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Liu, Haotian, Chunyuan Li, Qingyang Wu, and 
Yong Jae Lee. "Visual instruction 
tuning." Advances in neural information 
processing systems 36 (2023).



Instruction Tuning • Pre-trained LLM learn a generic 
representation.

• Might not answer specific queries a user 
has.

• Finetuning LLM with input-output pairs.
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Instruction Tuning
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Visual Instruction tuning

• Visual instruction tuning to training an LLM to solve Visual Question Answering.
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Visual Instruction tuning

• Visual Question Answering falls in 
the domain of open book 
Question Answering.

• Image or video act as the context 
and LLM has to reason based on 
that.

• Question can be open-ended 
(answer not present in image) or 
closed-domain (answer is present 
in the image). 
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Visual Instruction tuning
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Contributions

• Multimodal instruction-following data – Creation of a large-scale image-text 
dataset in instruction-following format using GPT-4.

• Large multimodal models – First paper to build a LLM for visual question 
answering.

• Multimodal instruction-following benchmark – They present LLaVA-bench, that 
contains two benchmarks to evaluate LLMs on visual-language task.

• Open-source – Model, datasets and code is open-sourced. 
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Vision-Text Data Generation

- Image          - Caption          - Question

This setup would lack diversity and in-depth reasoning.

1. Multi-Turn Conversation using GPT-4.

2. Created a list of question for extracting detailed description from the image.

3. Create in-depth reasoning questions

Use GPT-4 to compile a dataset of question and answers
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Vision-Text Data Generation • Two context types:

1. Captions

2. Bounding Boxes

• Compiled the data set 
using in-context learning, 
i.e. few shot learning.

• The first few examples are 
generated by human 
annotators.

• Total Dataset : 158k 
instructions

• 58k – conversations

• 23k – detailed description

• 77k - complex reasoning
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Architecture

• Simple architecture. Use Pretrained Vicuna.

• Two stage training framework:

1. Visual feature alignment with the LLM.

2. Fine-tuning End-to-End.

• First stage: Freeze everything except the visual 
projection layer W.

• Second stage: Freeze only the vision encoder 
and train end-to-end.
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Training: First Stage – Multimodal projection 
alignment

• Filter CC3M to 595K image-text pairs.

• Create single turn conversation using GPT-4.

• Train only the projection layer on next token 
prediction task.
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Training: Second Stage – end-to-end 
finetuning

• Created multi-turn conversation data.

• Training LLM to maximize likelihood:
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Example
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Evaluation

• Create 2 benchmarks:

• LLaVA-Bench (COCO) – 30 images from COCO dataset (val) and generated a instruction 
following dataset. Total 90 questions

• LLaVA-Bench (in-the-Wild) – More complex reasoning. 24 images with 60 questions.

• For scoring, use GPT-4 text-only model to rate the responses from the chatbot.
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Results
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Results
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Results

• ScienceQA dataset

• Contains 21k multiple choice 
questions.
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Limitations

• Some inconsistency in interpreting visual information. 

• Responds with yes when asked if strawberry-flavored yogurt is present, even though the 
fridge contains only yogurt and strawberries. 

• Vicuna-7B might not be the best.  Could be switched with larger models.

• Could be expanded to multilingual understanding.
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NeXT-GPT

23

Wu, Shengqiong, Hao Fei, Leigang Qu, Wei Ji, 
and Tat-Seng Chua. "Next-gpt: Any-to-any 
multimodal llm." arXiv preprint 
arXiv:2309.05519 (2023).



Contributions

• First work on any-to-any MLLM: text, audio, image, videos as input and/or output.

• Lightweight alignment technique, requiring only 1% parameters.

• Present a multi modality instruction following dataset.

24



Architecture
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Architecture Details
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ImageBind
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Girdhar, Rohit, et al. "Imagebind: One embedding space to bind them all." Proceedings of the IEEE/CVF 
Conference on Computer Vision and Pattern Recognition. 2023.



Stage 1: Multi Modal Projection Alignment
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Stage 2: Instruction Tuning
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Dataset Compilation
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Results

31



Examples
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Examples
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Limitations

• Only 4 supported modalities. Future work is to expand to 3D vision, tables etc.

• LLM variants: Use Vicuna-7b which might not be the best.

• Output strategy: Apart from generation, use add retrieval capabilities.

• Dataset is limited and could be expanded.
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Thank you
ANY QU E ST IO NS?

35


