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• Language tasks (e.g., label, translation, summary)

Flow chart of how in-context learning works with LLMs.



Background
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• LLM-based agents
• Built on the actual language models
• Plan tasks, respond to queries, or solve problems with a range of tools

An example framework.
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Reasoning and Acting
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• Language models (LM) get better at reasoning and acting, separately. 



Reasoning
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• Self-conditioned reasoning traces

LM

Reasoning 
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e.g., Chain-of-thought, Self-consistency
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• Self-conditioned reasoning traces

LM

Reasoning 
Traces

e.g., Chain-of-thought, Self-consistency

• Hallucination
• Error propagation



Acting
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• Interaction with external environments
• Generate text actions/plan

LM

e.g., Saycan, WebGPT
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Acting
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• Interaction with external environments
• Generate text actions/plan

LM

e.g., Saycan, WebGPT

Env

ActionsObservations

• Generalization
• Transfer



ReAct: Reasoning and Acting
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LM

Reasoning 
Traces

e.g., Chain-of-thought, Self-consistency

LM

e.g., Saycan, WebGPT

Env

ActionsObservations+

Reasoning only Acting only

• ReAct[1]: generate both

[1] Yao S, Zhao J, Yu D, Du N, Shafran I, Narasimhan K, Cao Y. “React: Synergizing reasoning and acting in language 
models.” In NeurIPS Foundation Models for Decision Making Workshop, 2022.



ReAct: Reasoning and Acting
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Reasoning 
Traces

LM Env

Actions

Observations

• ReAct: generate both
• Reasoning traces (to update internal model belief)
• Actions (to obtain external environment feedback)

• Reasoning guides acting, acting supports reasoning



ReAct: An Example of Order Assistant 
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• Building blocks
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• Loop: thought-action-observation steps
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• Loop: thought-action-observation steps



ReAct: An Example of Order Assistant 
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• Loop: thought-action-observation steps



ReAct: Key Challenges
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• Learning a policy is challenging:
• Mapping from context to current action is implicit.
• Requiring extensive computation. 

Reasoning 
Traces

LM Env

Actions

Observations



ReAct: Key Methods
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• Introducing language space into action space
• Augmented action space = action space ⋃ language space
• One action ∈ action space  →  observation feedback
• One action ∈ language space  → a thought or a reasoning trace, no effect on the external 

environment, no observation feedback
• Compose useful information by reasoning over the current context
• Update the context to support future reasoning or acting

• Unlimited language space
• A frozen large language model, PaLM-540B

• Be prompted with few-shot in-context examples 
• Generate both domain-specific actions and free-form language thoughts

Reasoning Tasks
• Generate thoughts and actions alternately
• Include multiple thought-action-observation step

Decision-making Tasks
• Thoughts appear sparsely in the most relevant 

positions of a trajectory
• Decide the asynchronous occurrence of thoughts 

and actions for model itself



ReAct: Experiments and Results
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• Tasks: Question answering, Fact verification, Text game, Web interaction
• Learning: Prompting, fine-tuning
• Model: PaLM-540B, GPT-3



ReAct: Experiments and Results – Reasoning Tasks
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• Tasks: Question answering (HotPotQA), Fact verification (FEVER)
• Open domain setup: interact with a Wiki API for knowledge reasoning

• Action Space: search[entity], lookup[string], finish[answer] 

HotpotQA (EM) FEVER (accuracy)
Standard 28.7

6 samples

57.1

3 samples
Reason-only (CoT) 29.4 56.3

Act-only 25.7 58.9
Best ReAct method 35.1 64.6
Supervised SoTA 67.5 140k samples 895 90k samples

PaLM-540B prompting results on HotpotQA and Fever.



ReAct: Experiments and Results – Reasoning Tasks

26

• An example of HotpotQA without acting
• Prone to misinformation



ReAct: Experiments and Results – Reasoning Tasks
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• An example of HotpotQA with reasoning and acting
• Interpretable, factual, exception handling



ReAct: Experiments and Results – Reasoning Tasks
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• An example of HotpotQA with only acting
• Unable to synthesize final answer



ReAct: Experiments and Results
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• Learning: Prompting → Fine-tuning
• Prompting: only works with LLMs, limited learning support
• Fine-tuning: promising

• ReAct finetuned small LMs > ReAct prompted large LMs 
• ReAct finetuning is better than other formats across model sizes



ReAct: Summary
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• ReAct: Let LMs generate both reasoning traces and actions
• Synergy: Reasoning guides acting, acting supports reasoning
•  Benefits: flexibility, generalization, alignment

Reasoning 
Traces

LM Env

Actions

Observations
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I. Reasoning and Acting

II. Use of External Tools



Introduction to Tools
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What other name is 
Pittsburgh known by?

The Steel City

3435*235/9

89691.67

∅

Tuesday, 
March 5, 2024



Problems in Large Language Models
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Who is the current President of the United States?

As of my last update in January 2022, the current president of the United States is Joe Biden. 
However, please note that my information might be outdated, so it's a good idea to verify with 
the latest sources for the most current information.

What is the result of 3435 * 235 / 9 ?

The result of the expression 3435×235/9 is approximately 88208.33388208.333.

What day of the week is it today?

Today is Friday.

✗

✗



Previous Works
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• Human annotation
• Change something → expensive in time and cost
• Pretty limited
• e.g., LaMDA, WebGPT, Internet-Augmented Dialogue Generation

• Prompting
• More flexible & less expensive
• Particular to a specific domain/tool
• e.g., ReAct, PAL



Toolformer
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• Toolformer[2]
• No human annotation
• Automatic
• Inexpensive
• Self-supervised
• Prompting in one of the steps

[2] Schick, T., Dwivedi-Yu, J., Dessì, R., Raileanu, R., Lomeli, M., Hambro, E., ... & Scialom, T. “Toolformer: Language 
models can teach themselves to use tools.” in Proceedings of NeurIPS, 2024



Response in Large Language Models
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Who is the current President of the United States?

As of my last update in January 2022, the current president of the United States is Joe Biden. 
However, please note that my information might be outdated, so it's a good idea to verify with 
the latest sources for the most current information.



Training Toolformer
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• Train a model to learn:
• Which tool to use
• When to use it
• How to use it

The result of 3435 * 235 / 9 is ————

The result of 3435 * 235 / 9 is [Calculator (3435 * 235 / 9) → 89691.66 ]



Training Toolformer
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Toolformer

GPT-J +
Language 

Modeling Dataset 
with API Calls

Need: New Dataset with API Calls



Creating the Training Dataset
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Language Modeling Dataset 

Pittsburgh is also known as the 
Steel City.

Pittsburgh is also known as [QA(What other 
name is Pittsburgh known by? →	the Steel 
City)] the Steel City.

CCNet CCNet-API

Language Modeling Dataset with API Calls



Stages of Creating the Training Dataset
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Language 
Modeling 
Dataset 

Language Modeling 
Dataset with API 

Calls

CCNet CCNet-API

Generate 
API Calls

Execute 
API Calls

Filter 
API Calls



Generate API Calls
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Language 
Modeling 
Dataset 

Language Modeling 
Dataset with API 

Calls

CCNet CCNet-API

Generate 
API Calls

Execute 
API Calls

Filter 
API Calls

Prompting the Model to Generate API Calls
Input: Joe Biden was born in Scranton, Pennsylvania.

Output: Joe Biden was born in [QA("Where was Joe Biden born?")] Scranton, 
[QA("In which state is Scranton?")] Pennsylvania.



Generate API Calls
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You task is to […]

Input: Pittsburgh is also known as the Steel City.
Output: 

Pittsburgh is also known as [QA("In which state is Pittsburgh?")] the Steel City.

Pittsburgh is also known as [QA("What other name is Pittsburgh known by?")] the Steel City.

Pittsburgh is also known as [QA("What is the second city in Pennsylvania?")] the Steel City.

Language 
Modeling 
Dataset 

Language Modeling 
Dataset with API 

Calls

CCNet CCNet-API

Generate 
API Calls

Execute 
API Calls

Filter 
API Calls



Execute API Calls
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Language 
Modeling 
Dataset 

Language Modeling 
Dataset with API 

Calls

CCNet CCNet-API

Generate 
API Calls

Execute 
API Calls

Filter 
API Calls

Pittsburgh is also known as [QA("In which state is Pittsburgh?")] the Steel City.

Pittsburgh is also known as [QA("What other name is Pittsburgh known by?")] the Steel City.

Pittsburgh is also known as [QA("What is the second city in Pennsylvania?")] the Steel City.

In which state is Pittsburgh? Pennsylvania

What other name is Pittsburgh known by?

What is the second city in Pennsylvania?

The Steel City

Pittsburgh



Execute API Calls
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Pittsburgh is also known as [QA("In which state is Pittsburgh?")] the Steel City.

In which state is Pittsburgh? Pennsylvania

Pittsburgh is also known as [QA("In which state is Pittsburgh?”) → Pennsylvania] the Steel City.

Language 
Modeling 
Dataset 

Language Modeling 
Dataset with API 

Calls

CCNet CCNet-API

Generate 
API Calls

Execute 
API Calls

Filter 
API Calls



Filter API Calls: Model-based Perplexity
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Language 
Modeling 
Dataset 

Language Modeling 
Dataset with API 

Calls

CCNet CCNet-API

Generate 
API Calls

Execute 
API Calls

Filter 
API Calls



Filter API Calls: Model-based Perplexity
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Language 
Modeling 
Dataset 

Language Modeling 
Dataset with API 

Calls

CCNet CCNet-API

Generate 
API Calls

Execute 
API Calls

Filter 
API Calls

<latexit sha1_base64="xD/cQjylDppIgZRM0W4YJPnLJO8=">AAACM3icbVDJSgNBFOxxjXGLevTSGIR4MMyoqBchGBQVD3FJDGRC6Om8JE16FrrfiGHIP3nxRzwI4kERr/6Dk2QObgUNRdUrXr9yAik0muazMTY+MTk1nZpJz87NLyxmlpYr2g8VhzL3pa+qDtMghQdlFCihGihgriPhxukWB/7NLSgtfO8aewHUXdb2REtwhrHUyJyd204oJWDORrjDqHR5dHxa7W8cbNrSb9MgkbED9AoBJC0K7OX7tiua9Gci3chkzbw5BP1LrIRkSYJSI/NoN30euuAhl0zrmmUGWI+YQsEl9NN2qCFgvMvaUIupx1zQ9Wh4c5+ux0qTtnwVPw/pUP2eiJirdc914kmXYUf/9gbif14txNZ+PRJeECJ4fLSoFUqKPh0USJtCAUfZiwnjSsR/pbzDFOMY1zwowfp98l9S2cpbu/nti51s4TCpI0VWyRrJEYvskQI5ISVSJpzckyfySt6MB+PFeDc+RqNjRpJZIT9gfH4BDOup7Q==</latexit>

L • (PREFIX) = � log p(the Steel City. | PREFIX)

𝐿!(Pittsburgh is also known as) = 2.5

𝐿"(Pittsburgh is also known as [QA("What other name is 
Pittsburgh known by?") → ? ]) = 2.1

A. No API Call: 

B. Non-executed API Call: 

C. Executed API Call: 𝐿"(Pittsburgh is also known as [QA("What other name is 
Pittsburgh known by?") → The Steel City]) = 0.8

<latexit sha1_base64="1Po9Y3+O+RYx4FpLsDV/QrWx3TY=">AAACMnicbZBNa9tAEIZXaZO6bj6c9pjLUlNwwBaS3Ta+GNLkkoAPKcRJwDJitR7Zi1crsTsqNcK/qZf+kkIP6aEl5JofkfXHofkYWHh53xlm54kyKQx63rWz9uLl+sar0uvym82t7Z3K7tsLk+aaQ4+nMtVXETMghYIeCpRwlWlgSSThMpocz/PLb6CNSNU5TjMYJGykRCw4Q2uFldMA4TsWPQNxLhUYM6OdIBGKBhJirHXDL3XaDY8CLUZj3G90w+NlXGu6n+pN199veG6747utclipeq63KPpU+CtRJas6Cyu/gmHK8wQUcsmM6ftehoOCaRRcwqwc5AYyxidsBH0rFUvADIrFyTP6wTpDGqfaPoV04f4/UbDEmGkS2c6E4dg8zubmc1k/x7g9KITKcgTFl4ssGoopnfOjQ6GBo5xawbgW9q+Uj5lmHC3lOQT/8clPxYUF99ltff1YPTxa4SiRPfKe1IhPDsghOSFnpEc4+UF+k7/kn/PT+ePcOLfL1jVnNfOOPCjn7h41A6Y+</latexit>

Usefulness = min (LA, LB)� LC = min(2.5, 2.1)� 0.8 = 1.3



Creating the Training Dataset
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Language 
Modeling 
Dataset 

Language Modeling 
Dataset with API 

Calls

CCNet CCNet-API

Generate 
API Calls

Execute 
API Calls

Filter 
API Calls



Finetuning Toolformer
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Toolformer

GPT-J +
Language 

Modeling Dataset 
with API Calls



Toolformer Tools 
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Question Answering 

Calculator

Calendar

Machine Translation System

Wikipedia Search



Toolformer: Experiments and Results
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Datasets: 
• Fact Completion

• "The theory of relativity was developed by _____"

• Question Answering
• "In Greek Mythology, who is the goddess of spring growth?"

• Math Computations
• Multilingual Questions

• Context is given in English, question is multilingual.

• Temporal Questions 



Toolformer: Experiments and Results
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Models to Compare: 
• GPT-J (6B)
• GPT-J + CC
• Toolformer
• Toolformer (disabled)
• GPT-3 (175B)

Toolformer

GPT-J +
Language 

Modeling Dataset 
with API Calls

GPT-J + CC

GPT-J + Language 
Modeling Dataset



Toolformer: Results in Different Datasets
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Fact Completion Question Answering

Math Computations Temporal and Multilingual



Summary
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• Trained Toolformer by creating a new dataset embedded with API calls

Language 
Modeling 
Dataset 

Language Modeling 
Dataset with API 

Calls

CCNet-API

Generate 
API Calls

Execute 
API Calls

Filter 
API Calls

CCNet

• Toolformer outperforms without losing core language modeling capabilities
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