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• Studies on data memorization, privacy, and membership 
inference attacks for large language models.

• Analysis of what is memorized in LLMs and extraction of private 
information from these models.

• Research on data contamination in pretraining corpora and 
analyses of language model papers.

• Third-party tests of dataset contamination using heuristics.
• Importance of focused approach on test set contamination for 

more precise guarantees compared to broader analyses of data 
memorization in LLMs.

Motivation & Background



• Address the issue of dataset contamination in large language 
models (LLMs).

• Concerns about minimal curation of pretraining datasets leading to 
inclusion of evaluation benchmarks.

• Impact on understanding LLM performance, distinguishing 
generalization from test set memorization.

• Develop a method to prove test set contamination in black box 
language models without access to pretraining data or model 
weights

Motivation & Background





Problem formulation

Identify whether the training process of a language model θ 
included dataset X

• H0: θ is independent of X
• H1: θ is dependent on X

Method





• Algorithm:
• Null Hypothesis Assumption: Under the null hypothesis (H0), any permutation of the dataset 

X has the same likelihood distribution under the model. Consequently, the rank of 
log pθ(seq(X)) among all possible permuted log probabilities is uniformly distributed.

• Permutation Test Construction: The test involves comparing the log-likelihood of the 
canonical dataset ordering against that of its permuted copies. Specifically, one calculates the 
proportion p of permuted datasets with a lower log-likelihood than the canonical ordering.

• Drawbacks: 
– Undesirable tradeoff between statistical power and computational requirements for small α
– requires that the model assign higher likelihood to the canonical ordering X than nearly all 

shuffled orderings of Xπ
– model may have biases the prefer certain orderings (e.g. ones that place duplicate 

examples next to each other) regardless of the order seen during training.

Comparison test for contamination?





Experiments & Results

• Train 1.4 billion parameter 
GPT-2 model from scratch 

• Using a combination of 
standard pretraining data 
from Wikitext (RedPajama 
corpus) and known test sets 
derived from various 
standard datasets like 
BoolQ, HellaSwag, 
OpenbookQA, MNLI, Natural 
Questions, TruthfulQA, 
PIQA, and MMLU



Power as a function of duplication rate



Shard & permutation count sensitivity



Evaluation: P-values for contamination tests on open 
models and benchmarks



• lacks corrections for multiple tests, complicating the 
assessment of total hypotheses tested.

• When applying the test in practice using benchmark datasets 
like X, it's challenging to determine true exchangeability.

• Despite using heuristic negative controls, proving dataset 
exchangeability without knowledge of the data generation 
process remains challenging.

Limitations



Major contributions:
• Demonstrating the use of exchangability as a way to provably 

identify test set contamination using only log probability queries.
• Construction of an efficient and powerful sharded hypothesis 

test for test set contamination.
• Empirical demonstration of black-box detection of contamination 

for small datasets that appear few times during pretraining.
• Released a public benchmark of provable test set 

contamination

Summary



2. Holistic Evaluation of Language 
Models
Liang et al.



• Taxonomy
• Broad coverage
• Evaluation of existing models
• Empirical findings
• Interactive results and codebase

Contribution



• AI21 Labs (e.g. J1-Jumbo v1 (178B)), Anthropic (Anthropic-LM v4-s3 
(52B)), BigScience (e.g. BLOOM (176B)), Cohere (e.g. Cohere xlarge 
v20220609 (52.4B)), EleutherAI (e.g. GPTNeoX (20B)), Google (e.g. 
UL2 (20B)), Meta (e.g. OPT (175B)), Microsoft/NVIDIA (e.g. TNLG 
v2(530B)), OpenAI (e.g. davinci (175B)), Tsinghua University (GLM 
(130B)), and Yandex (YaLM (100B)).

• a total of 4,939 runs (i.e. evaluating a specific model on a specific 
scenario)

• a total cost of 12,169,227,491 tokens and 17,431,479 queries across 
all models

• $38,001 for the commercial APIs
• 19,500 GPU hours worth of compute for the open models

Major LLM models evaluated





Many metrics for each user case





Q&A
Information retrieval

Summarization

Sentiment analysis toxicity detection miscellaneous text 
classification



Scenarios-metrics matrix
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Results







Human evaluation for disinformation scenarios



Thank you!

Questions?


