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Agenda

• How can pre-trained language models process 
long documents:
– Longformer: The long-document Transformer

by Beltagy, Peters, and Cohan

• Are LLMs effective in ‘digesting’ long contexts?
– Lost in the Middle: How Language Models Use Long 

Contexts
by Liu et al

• Q&A
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Let's put things into context:

What’s so great about Longformer when 
SOTA models can contextualize up to 32k 
tokens?
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This paper was well ahead of its time!

Oct 2018 Feb 2019 Dec 2020

BERT
GPT-2

Longformer
(this paper)

GPT-3.5

Sep 2021

512
Tokens

1024
Tokens

4096 to 32000 
tokens

4096 to 16385 
tokens
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How did we deal with scenarios where the text exceeds 
the max number of tokens?

Method 1:
Truncation
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How did we deal with scenarios where the text exceeds 
the max number of tokens?

Method 2:
Divide them into 
chunks

Chunk #1

Chunk #2

Chunk #3
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How did we deal with scenarios where the text exceeds 
the max number of tokens?

Method 3:
Two-stage 
extraction Document 1

Document 2 Document 3

Step 1: Retrieve document

Step 2: Retrieve document’s answer

Document 1
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We suffer from 
Information Loss
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How does the ‘traditional’ 
self-attention mechanism work?

I loveWashington University and it is a great school!

• All words are attended to!
• O(n2)
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Proposed sliding window attention

I loveWashington University and it is a great school!

Round 1:
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Proposed sliding window attention

I love Washington University and it is a great 
school!

Round 2:
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Proposed sliding window attention

I love Washington University and it is a great school!

Round n-1:
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Proposed sliding window attention

I love Washington University and it is a great school!

Round n-1:

• Similar to classic CNNs!
• O(w*n) 

where w is sliding window size
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Proposed dilated sliding window attention

I love Washington University and It is a great school !
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Proposed global + sliding window

[CLS] I love Washington University and it is a great school ! 

Preselected!

Note: Still O(n)!
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Effect of sliding window on memory consumption

Linear increase in 
memory consumption!!!
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Can this be implemented with 
Autoregressive Language Modeling?

Decoder

Decoder

Decoder

Decoder

Start with a 
small window 
Size of w=32

…
 …

 

…
 …

 

…
 …

 

Note: we use a sliding 
window attention here!
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Can this be implemented with 
Autoregressive Language Modeling?

Decoder

Decoder

Decoder

Decoder
Increase to a 
larger window 
size in the 
higher stacks
(w=512)

…
 …

 

…
 …

 

…
 …
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Can this be implemented with 
Autoregressive Language Modeling?

Decoder

Decoder

Decoder

Decoder

…
 …

 

…
 …

 

…
 …

 

Key Value Query Attention-
mechanism

Key Value QueryKey Value Query

• Select 2 layers to 
perform dilation sliding 
window!

• The other layers still use 
sliding window attention 

Among the higher level of the stacks
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Training

To speed up training, we
• Double attention size and 

window lengths
• Half learning rate
Across the training stages

Training 
epochs

Learning rate is 
halved

Sequence + window 
length is doubled
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Results
is better
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Ablation studies
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Pretraining and fine-tuning?
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Pretrained from RoBERTa then finetuned on 3 tasks:

Question 
Answering*

Coreference 
resolution

Document 
classification*

* Global attention is used on these tasks 25



Achieves amazing performances on multiple tasks
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Encoder-Decoder model?
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Results
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Works particularly well with longer 
input sizes!!!
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Does input context length affect 
performance?

Does the position of the relevant 
information affect performance?
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We demonstrated how LLMs can gain 
contextual understanding from long 
documents!!!
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Exactly how well can models reason 
over long contexts?
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Experiment (original input)
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Part I: Experimenting the effect of 
position on performance
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Part I: Experimenting the effect of 
position on performance
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Part II: Experimenting the effect of 
input context length on performance

Added 
into the 
inputs!!!
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We get a ‘U’ shape!!!

Performance 
when no 

documents are 
provided!!!!
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We get a ‘U’ shape!!!

Performs worse!!!
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Effect of position and context length on 
model performance 

Models perform best 
when beginning or 
end of contexts!!!
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Effect of position and context length 
on model performance 

Known as primacy 
bias and recency 

bias

41



Extended context models 
does not necessarily 

improve performances
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Effect of position and context length 
on model performance 



We know models struggle to retrieve and 
use information in the middle of the input

Can they simply retrieve from input 
contexts?
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Experiment setup
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Experiment setup

Position #1
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Experiment setup
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Experiment setup

Tested with 
different lengths
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Results

These models can achieve 
really good performances!!!
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Results

Again, performance 
degrades in the middle 

of the input!!!
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Why are models not robust to changes in the position 
of relevant information?

Effect of the model architecture?

Effect of Query-aware contextualization

Effect of instruction fine-tuning
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How do the models compare?

Decoder 
model

longchat MPT

Encoder -
decoder 
model

T5 UL2
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Results

Encoder-decoder modelsDecoder models
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Results

Encoder-decoder modelsDecoder models

When shorter than their max sequence length
à Robust to changes in positions
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Results

Encoder-decoder modelsDecoder models

Encoder-decoder models becomes more ‘U’ 
shaped for longer sequences
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Effect of Query-aware contextualization?

Without Query-aware 
contextualization

Key-Value Pairs:
- "Germany": "Berlin"
- "France": "Paris"
- "Spain": "Madrid"

Query (Question): What is the 
capital of France?

With Query-aware 
contextualization

Query (Question): What is the 
capital of France?

Key-Value Pairs:
- "Germany": "Berlin"
- "France": "Paris"
- "Spain": "Madrid"
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Not much difference!!!!
56

Query-aware contextualization does 
NOT affect performance



Effect of instruction fine-tuning???
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Effect of instruction fine-tuning???

Improvements from 
instruction tuning
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Effect of instruction fine-tuning???

But ‘U’ shape is still 
present
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Is more context better?
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Experiment (pseudo-example)

Document 2 Document nDocument 1 Document n-1…     … 

Document 1 Document n-1

Retrieving 2 most relevant 
documents

Document 1 Document n-1

Retrieving 3 most relevant 
documents

Document 2
Output

Output

vs
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Number of retrieved documents on model performance 

Saturates at 20 62



Summary

Demonstrated how LLMs tries to understand long 
context efficiently via Longformers
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Summary

• Demonstrated downsides and precautions to 
using long-contexts with LLMs. 
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Q&A
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Question:

limitations to Longformer in 
capturing long-range 

dependencies compared to 
traditional full self-attention 

mechanisms?



Answer
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• It cannot capture long-range 
dependencies if the window size is 

too small!
• But large window size still requires 

more GPUs, even if it scales linearly!



Lets do a quick comparison

I loveWashington University. It is a great school!
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I loveWashington University. It is a great school!



Lets do a quick comparison

I loveWashington University. It is a great school!
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I loveWashington University. It is a great school!

This will do a poorer job as it 
attends to a very small 

window size



Thinking practically: GPUs are expensive
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Let us assume this is 
your GPU threshold
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You can have a larger 
sequence length, but you 

will be bounded here

Thinking practically: GPUs are expensive
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Question:

How do we mitigate this?



Rule of thumb
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Only pre-trained 
longformers only when 

you have long texts 
( > 512 tokens)

• Don’t use for the sake 
of it!

Maximize window size 
w ≈ max token length

• Pointless if your 
window size is small
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Question:

How can LongFormer be used 
to exploit the format of a 

document. For example how it 
can be used to process long 

json files, i.e. key-value pairs?
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Question:

Is there some efficient way to 
exploit the format of a document 
and reduce computational cost?



Answer
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You may want to use these 
models instead!!!

But if you want to use 
Longformers, you may want 

to use the Autoregressive 
version of Longformers

Uses sliding window attention
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Question:

How do current language models perform in tasks 
that require accessing and utilizing information 

from long input contexts, and what are the 
implications for the design of future long-context 

language models?



Effect of position and context length on 
model performance 

Models perform best 
when beginning or 
end of contexts!!!
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Question:

For future language models tasked with long, 
constant interaction, is there a need to 

implement a temporary weight vector to 
enhance performance and context 

utilization?
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Answer:
Open question, but the 
2nd paper provides us 
with a framework in 
potentially doing so. 



Thank you!
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Supplemental slides
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Global attention for longformer
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Pretraining and fine-tuning?
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Pretraining

Can take process sequences of 4096 tokens 
long

Continued pre-training from RoBERTa model

Sliding window of w=512

Positional embeddings initialized from 
RoBERTa
• To preserve local structure
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is better
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Finetuning on 3 tasks:

Question 
Answering*

Coreference 
resolution

Document 
classification*

* Global attention is used on these tasks 87



Achieves amazing performances on multiple tasks
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Achieved state-of-the-art performance for Q&A 
(at that time…)
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Achieved competitive performance 
(at that time)

Note: GNN-
based models
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Ablation studies
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Encoder-Decoder model?
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Training

Uses local + global attention 

Parameters initialized with the BART model

Can accommodate 16,000 tokens
(16× more than BART!!!) 
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Results
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Works particularly well with longer 
input sizes!!!

95



Closed book vs oracle
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