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GPT-3 Pre-training – Architecture

The GPT-3 models are family of decoder-only LMs using the architecture above.



GPT-3 Pre-training – Training Data

GPT-3 was trained on 300 billion tokens drawn from the distribution above.



GPT-3 Pre-training – Training Objective

GPT-3 was trained using the next-token prediction training objective.
Graphic: Cameron R. Wolfe, Ph.D.



GPT-3 Pre-training – Training Curves

GPT-3’s training and validation loss declines steadily as the training elapses. 



GPT-3 Pre-training – Compute and Scaling Laws

GPT-3 required a lot of compute to train, and it’s performance follows a power-law 
trend with the amount of compute used.
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Fine-tuning Learning Paradigm

● Limitations

○ For many tasks, it’s can be difficult to collect a large 
dataset of labeled examples.

○ Expressive, larger models tend to generalize poorly to 
downstream tasks.

○ Prevents LLMs from being easily adaptable to new tasks.

○ Compute-intensive to train as model size increases.



In-context learning – Overview

N
um

be
r o

f I
n-

co
nt

ex
t E

xa
m

pl
es

 (k
)

● Meta-learning: Develop a broad set of skills and pattern 

recognition abilities during training, then use those 

abilities during inference to adapt to the desired task.

● In-context Leaning: Using the text input, condition the 

LM on natural-language instructions and/or a few 

demonstrations. 



In-context learning – Bayesian Inference View

Graphic: http://ai.stanford.edu/blog/understanding-incontext/



In-context Learning and Scale

Efficient use of in-context examples improves with model scale.  
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GPT-3 Performance – Aggregate 

GPT-3 exhibits strong performance across many benchmark tasks, and 
performance increases with model scale.



GPT-3 Performance - Individual Tasks

On some tasks, GPT-3 is able to outperform the Fine-tuned SOTA baseline, but on 
others, it doesn’t come close. 



GPT-3 Generates Human-like Text
Title: United Methodists Agree to Historic Split
Subtitle: Those who oppose gay marriage will form their own denomination

Article: After two days of intense debate, the United Methodist Church has agreed to a 
historic split - one that is expected to end in the creation of a new denomination, one that will 
be "theologically and socially conservative," according to The Washington Post. The majority 
of delegates attending the church's annual General Conference in May voted to strengthen 
a ban on the ordination of LGBTQ clergy and to write new rules that will "discipline" clergy 
who officiate at same-sex weddings. But those who opposed these measures have a new 
plan: They say they will form a separate denomination by 2020, calling their church the 
Christian Methodist denomination.

The Post notes that the denomination, which claims 12.5 million members, was n the early 
20th century the "largest Protestant denomination in the U.S.," but that it has been shrinking 
in recent decades. The new split will be the second in the church's history. The first occurred 
in 1968, when roughly 10 percent of the denomination left to form the Evangelical United 
Brethren Church. The Post notes that the proposed split "comes at a critical time for the 
church, which has been losing members for years," which has been "pushed toward the 
brink of a schism over the role of LGBTQ people in the church." Gay marriage is not the only 
issue that has divided the church. In 2016, the denomination was split over ordination of 
transgender clergy, with the North Pacific regional conference voting to ban them from 
serving as clergy, and the South Pacific regional conference voting to allow them

Only 12% of human rates correctly identified this text as AI generated.



GPT-3 Generates Human-like Text

Human rates have a hard time detecting GPT-3 generated text. This becomes 
increasingly difficult with model scale.



GPT-3 Exhibits Bias

GPT-3 exhibits bias with respect to gender and race, which narrows slightly as 
model size increases.



GPT-3 Contamination of Evaluation Data

On the majority of evaluation tasks, removing possibly contaminated instances 
during evaluation has little to no impact.
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Emergent Abilities – Background

LLMs have been increasing in scale over time.

Graphic: Smith, et al.



Emergent Abilities – Overview
An ability is emergent if it is not present in smaller models but is present in larger 
models. 



Emergent Abilities – Additional Models
● LaMDA (Google) 

○ A family of pre-trained decoder-only LLMs ranging in size from 2B to 137B parameters
○ LaMDA was designed as a language model for dialogue applications

■ It’s pre-training dataset consists of 1.56T words from 2.97B documents, 1.12B dialogs, 
and 13.39B dialog utterances

● Gopher (DeepMind)
○ A family of pre-trained decoder-only LLMs ranging in size from 44M to 280B parameters
○ Gopher was trained on 300B tokens from MassiveText, a collection of English text datasets 

from web pages, books, news articles, and code.



Emergent Abilities – Additional Models
● Chinchilla (DeepMind) 

○ DeepMind trained 400 LMs from 70M to 16B parameters on 5B to 500B tokens
■ Found that training data size should scale with model size

○ Chinchilla is a 70B parameter model, trained on 4x the data of Gopher (1.4 Trillion tokens), 
and consistently and significantly outperforms Gopher.

● PaLM (Google)
○ In an attempt to understand the impact of scaling on few-shot performance, Google trained 

8B, 62B, and 540B parameter decoder-only models on 780B tokens.
○ Evaluation suggest that the improvements from scale on few-shot learning as yet to plateau

■ PaLM (5-shot) outperforms humans on average, across 150+ tasks in BIG-bench



Emergent Abilities – In-context Learning

The ability to perform a task via in-context learning is emergent.



Emergent Abilities – Additional Abilities

Other abilities show evidence of being emergent at certain levels of compute.



Emergent Abilities – Other Compute Measures

Emergent abilities still appear when use other measures of model scale.



Emergent Abilities – Possible Explanations

● A problem that requires N sequential steps to solve may require a model with 
>= N layers.

● More parameters and more training enable better memorization, which can 
help be helpful on closed-book question-answering tasks.

● All-or-nothing metrics (exact string match, etc.) could hide incremental 
improvements. 

The mechanism behind emergent abilities remains an open research question.



Emergent Abilities – Possible Explanations

Emergent abilities of large language models are created by the researcher’s chosen
metrics, not unpredictable changes in model behavior with scale.

Graphic: Schaeffer, et al.
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