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Rethinking the Role of Demonstrations: What 
Makes In-Context Learning Work?
• Background: In-Context Learning Works!
• However,  there has been little understanding of why it work.



Rethinking the Role of Demonstrations: What 
Makes In-Context Learning Work?
• Topic: What Makes In-Context Learning Work
• Why it work and which aspects of the demonstrations contribute 

to performance.
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• Experiment1: No demo/Gold-label demo/random-label demo

• Result: Model performance with random labels is very close 
to performance with gold labels



• Experiment2: Performances on various label quality.

Result: 
• Using wrong label demos is much better than no demos
• Using correct label demos improve the performance



• Experiment3: Performances on various k.

Result: 
• The performance of using random label demonstrations is close to 

that using gold label demonstrations on various k
• Even a Small k (k=4) can improve the performance a lot 



• Experiment4: Performances on better templates (manual 
templates)

Result: 
• The performances of random labels still close to gold labels 

when use manual templates
• Better templates (manual templates) can not guarantee 

better performance



• Experiment5:  Impact of the distribution of the input text



• Experiment5:  Impact of the distribution of the input text

Result: 
• OOD demos hurts performane a lot for GPT-J.
• For Direct GPT-j, it is even worse than no demonstrations
• MetaICL’ s performance doesn’ t drop a lot even use OOD demos.



• Experiment6:   Impact of the label space



• Experiment6:   Impact of the label space

• Result:
• For Direct model, the performances of using random English 

word significantly dropped compared to random labels
• For Channel, using random English doesn’t hurt performane 

a lot compared to random labels.



• Experiment7:   Impact of the input format



• Experiment7:   Impact of the input format

• Result:
• Removing inputs instead of using OOD inputs, or removing labels 

instead of using random English words is significantly worse, 
indicating that keeping the format of the input-label pairs is key.



What Makes In-Context Learning Work?

• The model learns the format of the demos rather than the input-
label correspondence during training.

• Instead, it uses the knowledge from pre-training to infer the input-
label correspondence during testing.



Furture Work

• How to find a better way of extracting the input-label mappings 
that are already stored in the LM

• How to find a better way to let the model learn the semantics or 
the input-label mappings during conditionings.



Conclusion & Contribution

• Models will have implict zero-shot capacity if related knowledge is 
learned during pre-training

• Instruction-following model may also have that kind of implict 
zero-shot.



Limitations

• Some datasets shows good performance when use random 
labels while some other datasets are sensitive to correct labels, 
For example, nearly 14% absolute on the financial_phrasebank 
dataset with GPT-J

• Only do experiments on classification and multi-choice tasks.



Q&A



Why Can GPT Learn In-Context?
Language Models Implicitly Perform Gradient 
Descent as Meta-Optimizers

• Background: In-Context Learning Works!
• However,  there has been little understanding of why it work.



Why Can GPT Learn In-Context?
Language Models Implicitly Perform Gradient 
Descent as Meta-Optimizers

• Key Idea: Language Models Implicitly Perform Gradient Descent 
as Meta-Optimizers during in-context learning
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Gradient Descent(FT)                



             ICL



• Experiment Setup: Train 2 * 6 * 3 Models
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• Metrics1: Rec2FTP



• Metrics1: Rec2FTP

• Result: From the perspective of model prediction, ICL can 
cover most of the correct behavior of finetuning



• Metrics2: Similarity of the attention output updates
(SimAOU)

• SimAOU(ΔFT) = 

• SimAOU(RandomΔ) = 

•       - The normalized output representation of the last token 
at the l-th attention layer in setting X
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• Metrics2: Similarity of the attention output updates
(SimAOU)

Result:  ICL updates are much more similar to finetuning 
updates than to random updates. From the perspective of 
representation, ICL tends to change attention output 
representations in the same direction as finetuning changes.



• Metrics3: Similarity of the attention map (SimAM)

• SimAM(Bedore fine tuning) = 

• SimAM(After fine tuning) = 

•       -  The attention weights before softmax of the last token 
at the h-th attention head in the l-th attention layer in setting 
X. For ICL, we omit the attention to the demonstration tokens

• and only monitor the attention weights to the query
• tokens
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• Metrics3: Similarity of the attention map (SimAM)

• Result:  From the perspective of attention behavior, 
compared with attettion weights before finetuning, ICL is 
more inclined to generate similar attention weights to those 
after finetuning



• Metrics4: Kendall rank correlation coefficient

• Kendall (ICL, FT) = 

• Kendall (ICL, Random) = 

•                         

• The x setting attention weights to the demonstration tokens 
of the last query token in the l-th attention layer, which is 
summed across attention heads.
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• Metrics4: Kendall rank correlation coefficient

• Result:  Compared with random attention weights, ICL 
attention weights to training tokens are much more similar 
to finetuning attention weights.



• New attention Mechnism: Momentum-Based Attention

• Momutem Averaged Gradient Descent:

• Momutem-Based Attention:



• New attention Mechnism: Momentum-Based Attention

• Result:  Momentum-based attention achieves a consistent 
perplexity improvement compared with the vanilla Transformer.

• Result:  Introducing momentum into attention improves the 
accuracy of the vanilla Transformer by 2.8 on average.



Conclusion & Contribution

• Prove ICL behaves similarly to explicit finetuning from multiple 
perspectives by experiments.

• Inspired by understanding of ICL as implict gradient-descent, 
designs a momentum-based attention that achieves consistent 
performance improvements over vanilla attention



Limitations

• Limited Scope to Transformer-based In-Context Learning
• Simplified Treatment of Transformer Attention and Gradient 

Descent Dualism
• The paper only train GPT models up to 2.7B. But didn’t research 

on larger model like GPT13B
• Classification Task Focus
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