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📄Paper 1: Progressive-Hint Prompting Improves 
Reasoning in Large Language Models
🏞Background: Prompt design matters for LM reasoning

State-of-the-Art (SOTA) methods: Chain-of-Thought (CoT) 
and Self-Consistency

💡Contribution: Progressive-Hint Prompting (PHP)

Use LM’s (own) previously-generated result to guide its 
reasoning toward the correct answer

Improved accuracy without losing efficiency

Can be used alongside other SOTA methods

https://arxiv.org/pdf/2304.09797.pdf
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🏞Background: Reasoning

🧮Arithmetic Reasoning: solving math word problems (MWPs)

🤯Commonsense Reasoning: making inference from world 
knowledge

🌀Symbolic Reasoning: e.g. last letter concatenation, coin 
flip

Coin flip: tracking the state of coin after people flip 
or not-flip it

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models
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🏞Background: Prompt design
⚙Prompt Engineering’s boost to LM reasoning is comparable to full 
fine-tuning. 

It is also more sample-efficient

🔗Chain-of-Thought (CoT) is a prompting method that promotes step-by-step 
reasoning

A “greedy” [1] approach

🗳Self-consistency is another that samples multiple answers and aggregate them

Various reasoning paths can reach the same right answer for complex 
problems

[1] Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc Le, Ed Chi, and Denny Zhou. Self- 
consistency improves chain of thought reasoning in language models. In The Eleventh 
International Conference on Learning Representations, 2023. 3, 9
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💡Contribution: iterative refinement 

🐵Examining reasoning steps we made so far can help us get 
to the right answer

🔧Correcting mistakes

📈Doing better in the next reasoning step

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models
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💡Contribution: Progressive-Hint Prompting(PHP) 

📶Sequentially interact with the LM as it works toward the right answer

Given a question Q:

1. Get answer A = LM(Q)

2. Q = Q + A

3. Repeat 1, 2 until the Subsequent Answer stabilizes (does not 
change over 2 iterations)

Base Answer: the first A we get from the original Q

“Stage 1,” handled differently from subsequent answer

Subsequent Answer: A’s we get thereafter

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models
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💡Contribution: Progressive-Hint Prompting(PHP) 

🧐Observation: Q snowballs over the iterations

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models

👈The ‘Hint’ keeps 
getting longer
󰍹“Is near”
󰍽“We know the 
Answer Hints…” & 
“we will answer…
⚠Note: green text 
NOT added to the 
Base Answer!
(Its there in the 
Subsequent Answer via 
CoT demonstrations)
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💡Contribution: Progressive-Hint Prompting(PHP) 

🔗CoT: cot_PHP_aqua.txt (https://github.com/chuanyang- Zheng/Progressive- Hint)

Q: John found that the average of 15 numbers is 40. If 10 is added to each 
number then the mean of the numbers is?
Answer Choices: (a) 50 (b) 45 (c) 65 (d) 78 (e) 64
A: If 10 is added to each number, then the mean of the numbers also increases 
by 10. So the new mean would be 50. The answer is (a).

🐘PHP (“PHP-Cot” in the paper)

Q: John found that the average of 15 numbers is 40. If 10 is added to each 
number then the mean of the numbers is? (Hint: The answer is near to (a)).
Answer Choices: (a) 50 (b) 45 (c) 65 (d) 78 (e) 64
A: We know the Answer Hints: (a). With the Answer Hints: (a), we will answer 
the question. If 10 is added to each number, then the mean of the numbers also 
increases by 10. So the new mean would be 50. The answer is (a).

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models
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💡Contribution: Experiment Setting

👉Model needs to figure out right answer in BOTH situations:

Hint == correct answer

Hint != correct answer

🔁Recall: the ‘Base Answer’ starts off the interactive process

Generated using Standard prompt, CoT prompt, and Complex CoT

Datasets: AddSub, MultiArith, SingleEQ, SVAMP, GSM8K, AQuA and 
MATH

LLMs: text-davinci-002, text-davinci-003, GPT-3.5-Turbo and GPT-4 

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models
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💡Contribution: Varying LMs and prompting methods

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models
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● Better with more 
powerful LMs
● Better with more 
powerful prompts
● Less interactions 
needed with more 
powerful LMs 
● Less interactions 
needed with and less 
powerful prompts



💡Contribution: Varying Hint Quality

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models
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🔁Recall: hints come from the previous Subsequent Answer. 
They are added to the current question



💡Contribution: Ablation study on adding Rehearsing hint

🔁Recall: hints are 
rehearsed at the beginning 
of the LM’s answer too!

● Adding rehearsals improves 
performance
● PHP helps when there are 
correct AND incorrect hints

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models
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💡Contribution: Self-Consistency

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models
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🔁Recall: Self-consistency 
samples multiple answers 
and aggregates them, thus 
exploring different 
reasoning paths.

● After applying 
Self-Consistency, PHP 
improve performance further

● PHP + Self-consistency 
needs smaller number of 
total sampled reasoning 
paths to achieve comparable 
performance of just 
self-consistency



💡Contribution: with GPT
● Overall: PHP improves 
performance

󰷺GPT-3.5-Turbo adheres to 
prompts to a lower degree

📈GPT 4: less interactions 
used compared to 
GPT-3.5-Turbo

🔁Recall: less interactions 
needed for better model

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models
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💡Limitations:

🤓TLDR: Rethinking until ‘convergence?’

🤨‘Escaping’ wrong answers needs more rigorous examination

● Limitations inherited from CoT

Thinking backwards e.g. equations with unknowns

What is ‘symbolic’ reasoning for a LM?

● LMs answering MWPs without the question part? [2]

15

📄Progressive-Hint Prompting Improves Reasoning in Large Language Models

[2] Arkil Patel, Satwik Bhattamishra, and Navin Goyal. Are nlp models really 
able to solve simple math word problems? In Proceedings of the 2021 Conference 
of the North American Chapter of the Association for Computational Linguistics: 
Human Language Technologies, pages 2080–2094, 2021. 2, 4



📄Paper 2: Towards Understanding Chain-of-Thought 
Prompting: An Empirical Study of What Matters
🏞Background: We don’t understand WHY CoT works well

In-context learning != fine-tuning?

Random or misleading labels can hurt models very little

💡Contribution: 

Validity of demonstrations play a small role in reasoning quality

The relevance (to query) and ordering of the reasoning steps are 
more important for performance

CoT might be drawing on the models’ inherent reasoning ability, 
rather than teaching it that!

https://arxiv.org/pdf/2212.10001.pdf
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🏞Background: Components of CoT Rationale

👣CoT Rationale decomposed into:

🌉Bridging Objects: LM need to traverse these to 
get to correct answer (e.g. numbers in a MWP)

💬Language templates: contextual hints, 
relationships, and predicates that can help the 
models’ reasoning

🤔Do the ground truth of these components matter?

If not, what does to for LLM reasoning?

📄Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters
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💡Contribution: Experiment Setup (Ablation on Validity)

🐇Multi-step reasoning:

🧮Arithmetic

󰢦Multi-hop factual Question-Answering (QA)

🪑Benchmarks: those that saw CoT boosting performance a lot

GSM8K for Arithmetic, Bamboogle for QA

Models: InstructGPT-175B2, text-davinci-002, text-davinci-003, PaLM, and 
Flan-PaLM

📏Metrics:

Extrinsic: is answer correct?

Intrinsic: Recall/F1 of Bridging Objects

👉all-correct-except-last-step reasoning would have 0 extrinsic score

📄Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters
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💡Contribution: Invalid reasoning

👤Humans wrote rationales for invalid reasoning in CoT’s 
in-context demonstration

Keep premise the same

Subsequent steps altered to NOT produce correct answer

These are drastic changes...

...in contrast to adversarial perturbations, which 
would be making minimal changes that also make the steps 
lead to the wrong answer

📄Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters
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💡Contribution: CoT & Invalid Reasoning

😵 LLMs achieve 80%~90% accuracy inference time, even when 
they are given demonstrations with Invalid Reasoning

📄Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters

🧐For a 
significant 
portion of the 
samples: 

CoT produces 
wrong answer...

...when Invalid 
Reasoning 
yields correct 
ones!
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💡Contribution: Ablation on 
Validity

👤Invalid Reasoning yields 
rationales very similar to CoT’s

When they answer correctly, 
the rationales are logically 
sound

Whey they answer wrongly, the 
mistakes are similar to that 
when CoT answers wrongly

The distribution of these 
mistakes are similar

Inter. F1 is an intrinsic metric👉

📄Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters
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💡Contribution: Properties (“Aspects”) of 
the components of Rationale
🔁Recall: components of rationale are: 

🌉Bridging Objects & 💬Language templates

● Relevance: is it based on corresponding component of query?

Bridging Objects: being the exact same

Language Templates: belong to the same set, follow the same 
relationships

● Coherence: is it in the correct order (relative to others)?

E.g. introducing a concept before referring to it is NOT 
cohere!

📄Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters
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💡Contribution: Ablation on Rationale Components and their 
Properties

➕ Additional scenarios:

1. Removing relevance: 
random substitution

2. Removing coherence: 
random shuffling

📄Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters
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💡Contribution: Ablation on Rationale 
Components and their Properties cont.
📝Results:

1. Relevance and Coherence matters a lot for 
performance

2. Relevance is very important: removing it lead to 
the largest performance drop! (worse than standard 
prompting without rationale)

3. For Bridging objects, Relevance > Coherence: 
performance with incoherent bridging objects > that 
with irrelevant ones!

4. For Language templates, coherence matters

📄Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters
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💡Contribution: Insights on CoT

🤯Validity plays a minor role in CoT performance

👉Relevance (to query) and Coherence are more important

● CoT draws on and directs, rather than imbue, LLMs’ reasoning 
ability

Models like text-davinci-003 and Flan-PaLM suffer less from 
the ablations when they have prior knowledge on the queried 
task

● CoT does NOT show that LLMs are few-shot learners in reasoning

But this does NOT preclude LLMs from in-context learning

📄Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters
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💡Limitations:

● Ablating on LLMs’ prior knowledge using alternative 
Benchmarks

● Lack of variety of reasoning tasks

E.g. Symbolic and Commonsense reasoning

🤨Neural Networks != 🧠
● Manual production of Invalid Reasoning samples

● More sophisticated Intrinsic metric

🔁Recall: Intrinsic metrics are designed to give 
credit to getting the correct reasoning 🐾steps

🗿Relevance for Bridging Objects: synonyms & equivalence?

📄Towards Understanding Chain-of-Thought Prompting: An Empirical Study of What Matters
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