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Introduction



Pre-trained models have an parametric knowledge
base that is not easily expanded or revised.

Utilizing present day
or changing data

Pre-trained
LLM

Access private
corpras

Inspect knowledge
accessed by model




Hybrid models that combine the parametric knowledge
with retrieval-based memory allow knowledge to be
revised and expanded.

Simplified Retrieval-based Systems Components

Question: Why is the\ e Retriever
sky blue? e Generator

Document Context:

Corpra of g Doc. 2 Text
Documents

Response: The sky is

Qlue because ... /




Methodology: Retrieval
Augmented Generation
Approach



RAG Retriever (pn)

Define "middle ear" (x)

Question Answering:
Question Query

Barack Obama was
born in Hawaii. (x)

Fact Verification: Fact Query

The Divine
Comedy (x)

Jeopardy Question
Generation:
Answer Query
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RAG Retriever (p)
i pn(z|7) o exp (d(2) " q(z))
x = input sequence

d(z) = embedded documents
d(x) = embedded input sequence



RAG Generator (p,)

The middle ear includes
the tympanic cavity and
the three ossicles. (y)

Generator p 0 Question Answering:

Answer Generation

(Parametric)
supports (y)

Fact Verification:
Label Generation

This 14th century work

Documents is divided into 3
sections: "Inferno",
ZL“k an "Purgatorio" &

"Paradiso" (y)

_—

Question Generation



RAG Generator (p,)

Po(YilT, 2, Y1:i—1)

y.= next token in output
X = input sequence
z = corpora documents

Y. = previous output
tokens



Retrieval-Augmented Generation (RAG) Approach

Define "middle ear" (x)

Question Answering:
Question Query

Barack Obama was
born in Hawaii. (x)

Fact Verification: Fact Query

The Divine
Comedy (x)
Jeopardy Question

Generation:
Answer Query

€ - e e EE e, .. .- ---—————-———-—

End-to-End Backprop through q and pg

(’Tiuery
Encoder

q(x)

(.r

Retriever p,

(Non-Parametric)

Document
Index

d(2)

Z4

Generator pgx

(Parametric)

Margin-
alize

The middle ear includes
the tympanic cavity and
the three ossicles. (y)

Question Answering:
Answer Generation
supports (y)

Fact Verification:
Label Generation

This 14th century work
is divided into 3

sections: "Inferno",
"Purgatorio" &
"Paradiso" (y)

Question Generation



RAG-Sequence and RAG-Token Model

RAG-Sequence

e The same retrieved document(s) is used to generate the complete generator sequence

RAG-Token
e Separate latent documents can be used for the generation of each target token by the
generator
Document 1: his works are considered classics of American Doc 1 4 .ﬁﬁ
literature ... His wartime experiences formed the basis for his novel Doc 2 - .
”A Farewell to Arms” (1929) ... Dée34
Document 2: ... artists of the 1920s “Lost Generation” expatriate Docd -
community. His debut novel, “The Sun Also Rises”, was published
in 1926‘ DC)C 5 i L] 1 Ll L 1 L] I L\l 1 L] T L ] 1 L] 1 Ll L] I ] !
& . o Y .o R DO &
Q,O &\eo}é‘ Y}O_, < & & ‘Dé\&@\ & 3‘@' Q Y.Qézc*q} § YS@



Experiments



RAG Implementation in Paper

Encoding models within Retriever

- BERTB ASE document encoder

- BERT,, o query encoder
Document Corpora

- Vector index of Wikipedia articles from 2018 (when document database not provided by dataset)
- Each article split into 100 word-chunks
- Retrieve k € {5, 10} documents for each task

Generator Model

- BART Model utilized as encoder-decoder generator



Datasets

Open Domain Question Answering Jeopardy Question Answering
e Four Separate Datasets: e SearchQA Dataset
o Natural Questions (NQ) e Example:
o TriviaQA (TQA) o Input: “The World Cup”
o WebQuestions (WQ) o  Correct Output: “In 1986 Mexico scored as
o  CuratedTrec (CT) the first country to host this international
e [Each task includes a question, an answer, and sports competition twice.”

excerpt(s) containing that answer. o
Fact Verification

Abstractive Question Answering FEVER Dataset
° atase

e MSMARCO Dataset e Given wikipedia text, model must determine
e Question-answer task, but excerpts factuality of a claim
associated with each question are excluded o  Binary: supports/refutes

o  Multiclass: supports/refutes/not enough info



Open Domain Question Answering

Evaluation:
Accuracy of Exact
String Match

Model NQ TQA wWQ CT
Closed T5-11B [52] 34.5 - /50.1 374 -
Book Ts5-11B+SSM[52] 36.6 - /60.5 44.7 -
Open REALM [20] 404 -/ - 40.7 46.8
Book DPR [26] 41.5 5§79/ - 41.1 50.6

RAG-Token 44.1 55.2/66.1 45.5 500

RAG-Seq. 44.5 56.8/68.0 452 52.2




Abstractive QA, Jeopardy and Fact Verification

Evaluation Metrics

Jeopardy

B-1: BLEU-1 Model Jeopardy MSMARCO FVR3 FVR2

QB-1: Q-BLUE-1 B-1 QB-1 R-L B-1 Label Acc.
SotA - - 49.8% 49.9* 76.8 92.2%

MSMARCO (QA)

R-L: Rouge-L BART 151 19.7 382 416 640 81.1

B-1: BLEU-1
RAG-Tok. 17.3 222 40.1 415 ~
RAGSeq. 147 214 408 442 122 8

Fact Verification

Fact verification label
accuracy (2/3 Classes)




Jeopardy Task Human Evaluation

Which sentence is more factually true?

e eusgeny Select an option Factuality  Specificity
Sentence A is more 1

Sentence A : "The Sun Also Rises" is a novel by this author of "A i BART better 7. l % 1 6 8%

F Il to Arms” Sent Bi 2

seneTieAme e RAG better 42.7 % 37.4%

Sentence B : This author of "The Sun Also Rises" was born in Both sent 3

Havana, Cuba, the son of Spanish immigrants trSe semences are BOth gOOd 1 1 7% l 1 8%
Both sentences are 4 Both poor 17.7% 69%

completely untrue

No majority 20.8% 20.1%




Additional Benefits of RAG

NQ Exact Match

Distinct Tri-grams for Generation Tasks

RAG responses are more diverse than MSMARCO Jeopardy QGen

BART alone (parametric only)

Retrieving more documents may improve Gold 89.6% 90.0%
BART 70.7% 32.4%

performance.
o Dependent on task, performance metric, and RAG-Token 71.8% 46.8%
RAG-Seq. 83.5% 53.8%

RAG-methodology

———————————————————————— 2 80 - g A
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§ n j 54 - —— RAG-TokR-L
= & —-= RAG-Tok B-1
2 0
g S 521 -=- RAG-SeqR-L
z - _Sea B-
g 504/ 2 e RAGSg || s iy RAG:Seq B
< I ! 50 - by 2
- RAG-Tok o — = Fixed DPR 8 ________________________ =
—-—- RAG-Seq Z 40 A e BM25 B 48] ~= B s e T S R A e i)
10 20 30 40 50 10 20 30 40 50 10 20 30 40 50

K Retrieved Docs K Retrieved Docs K Retrieved Docs



Major Contributions / Discussion

e RAG models obtain imporved performance compared to base pre-trained
language models across various tasks

e RAG allows previously unattainable tasks to be performed, allowing for the

incorporation of data from external documents during response generation.
o Expanded Knowledge

e RAG produced more factual and more specific responses compared to
parametric-only models



Paper 2: REPLUG:
Retrieval-Augmented Black-Box
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REPLUG: Retrieval-Augmented Black-Box Language
Models

Previous
Frozen Trainable

Test Context

®
g—'\
Jobs is the | =u g
CEO of =
= Retriever .

| parents’ garage
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Apple in his ‘—’ @D

White-box LM
#param. <10B
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Test Context i
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Black-box LM
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Motivation

Fine-tuning an LLM is expensive and infeasible for large AP| accessed models.

The authors propose only training the retriever and prepending to the input.

Downside: adding extra text to the prompt takes attention away from the prompt
and answer. They mitigate this with an ensemble approach.



Document
Retrieval

Test Context X

Jobs is the | ===
CEO of _

EUEEE —

Retrieved document d

Jobs cofounded
Apple in his

parents' garage

Input
Reformulation

' BLack box

AppLe

In reality each document only
contributes one answer*

d.

4

X

by adopted...
\

CEO of _

r D
Jobs was raised[:]obs is the

passed away...
\

CEO of _

( B\
Steve Jobs Ijobs is the

Apple...

z
Jobs cofounded‘[Jobs is the

N A
— —» apple
= pear

CEO of

apple
pear
not

apple
pear
not

Ensemble

not

apple
pear
not

=

Answer token distribution is taken as the
weighted average of each sample.

Weight is assigned by document

similarity/retriever score



Note on computational cost

“Therefore, compared with the method of prepending all the retrieved documents,
our ensemble methods do not incur additional computational cost overhead.”

They still need to run multiple samples to create the ensemble.

API output tokens are more expensive than input tokens.



Retriever training (REPLUG LSR on “The Pile’) Gao et al. 2020

1 1 Computmg Retriever Likelihood Pg(d;|x)

& . d1 d2 d3 d4
. di Jobs was raised Steve Jobs Jobs cofounded 3. KL Divergence
Retriever 8 [ by adopted... J passed away... Apple... (P1lQ)

: Sca v E ae
Test Context x 30
= =
CEO of _
2. Computing LM likelihood Q(d; | x) « Py(apple | d;, x)/p

dl d2 d3 d4

“LM likelihood” measures how much a document improves confidence.
Measured as perplexity: the length normalized -log likelihood.



Evaluation

Massive Multi-task Language Understanding (MMLU): exam MC questions
from 57 subjects, grouped into 4 categories (humanities, STEM, social sciences,
and other)

Natural Questions (NQ) and TriviaQA (TQA)

Retriever is allowed to get 10 Wikipedia documents for both.



MMLU (Multiple Choice Accuracy)

Model # Parameters Humanities Social. STEM Other | All
Codex 175B 74.2 76.9 57.8 70.1 | 68.3
PalLM 540B 77.0 81.0 55.6 69.6 | 69.3
Flan-PalLM 540B - - - - 122
Atlas 11B 46.1 54.6 38.8 52.8 | 47.9
Codex + REPLUG 175B 76.0 79.7 58.8 72.1 | 714
Codex + REPLUG LSR 175B 76.5 79.9 58.9 732 | 71.8

(5-shot) All models get 5 examples of Q:A pairs.

Atlas (lit. result) is fine-tuned to perform RAG with a different document
corpus: Wikipedia + CCNet (common crawl)



NQ and TQA Results (Exact

Match Bet S i L
atc etween ynonyms) Model Few-shot Full Few-shot Full
Chinchilla 35.5 . 64.6 .
PalLM 39.6 - - -
Codex 40.6 5 73.6 2
. . RETRO' : 45.5 g 2
RAG Retriever Fine-Tuned R2.Dot ] 559 ] 69.9
Jointly Atlas! 24 604 745 7198
Results taken from lit. Codex + Contriever,.’ 44.2 - 76.0 -
Codex + REPLUG 44.7 z 76.8 S
Codex + REPLUG LSR 45.5 . 77.3 .

Not a completely fair comparison as the other RAG models did not have the same
document corpus.

RETRO uses MassiveText (similar to The Pile). Again, atlas uses wikipedia +
CCNET. R2-D2 and Codex + Contriver likely use different subsets of Wikipedia.



The Pile

Bits-per-bytes: Bits measures
uncertainty per UTF-8
character (byte) instead of
token.

The ensemble approach with
random documents does not
help the model

Bits-per-bytes

0.89

0.86

0.83

0.8

0.77

© Random

== RE-PLUG — RE-PLUGLSE

10 15 20
Number of documents (k)

25

30



Conclusions + Limitations
REPLUG offers an approach for fine-tuning only the retriever by predicting which
documents will improve model confidence.

The ensemble approach alone performed well without fine tuning.

Other RAG approaches were not re-implemented by the authors with the same
Wikipedia corpus making the results less comparable.



Q&A

Q: If the retriever is trained to minimize LM perplexity, how do you ensure this also
improves task accuracy rather than just “perplexity gaming”?

A: Great question, accuracy could also be optimized but with some complications

e Need a supervised dataset
e Accuracy is non-differentiable — need RL or reward modeling
e Some newer works (DRAGONTt) explore this direction
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Introduction & Motivation

- Limited flexibility in knowledge-intensive tasks

Rely on the incorporation of retrieval augmentation

- Lack of understandings of LLMs’ factual knowledge boundaries
Does LLMs ‘overconfident’ or ‘underconfident’?

“Do | even need supporting documents?”



Introduction & Motivation

(i) To what extent can LLMs perceive their factual knowledge boundaries?

(if) What effect does retrieval augmentation have on LLMs?

(iii) How do supporting documents with different characteristics affect
LLMs?



Methodology
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Methodology

Judgemental Prompting (Priori):
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B %: one or few words. ErouneL

|
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Methodology
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Methodology

Retriever

B

Relative
documents i

Retrieval-augmented

........

Setting

Answer the given question with
one or few words.

Compare with
ground truth
|

The answer to the
question is ...

|
_

QA Prompting

Do you know the answer with
existing knowledge?

answering?

I'm sorry that | can
not answer.

[ oew |

Please check if the given answer
is correct.

T |
(@) : |
|
|

True or False?

o — — —

Discriminate
right or wrong

o ]

| think the answer
is correct.

Posteriori

—T" I Eval-Right |—

L>| Eval-Acc I

Judgemental Prompting

Normal Setting

4|
\
\

Evalu

ation

ES—————

Retrievers:

(i): Dense Retrieval (RocketQAv2 + FAISS)

Find semantically relevant documents for questions

(ii): Sparse Retrieval (BM25)
Find lexical relevant documents for questions

(iii): ChatGPT

Instructed to produce relevant documents in response to a
given question



Q1: To What Extent LLMs’ Know Their Knowledge Boundaries?

Before Answering (Prior):

QA Priori Judgement  Posteriori Judgement

High Right/~G: Often answer even when unsure. LLM
EM F1 Give-up Right/—~G Eval-Right Eval-Acc

Very low Give-up rate: Rarely admit “I don’t know”.
Davinci003 27.20 36.20 29.20% 32.77% 72.80% 45.01%

ChatGPT 33.40 45.32 57.40% 42.72% 84.40% 43.40%

S GPT4 3460 4872 1520% 39.15%  9020%  38.87%

. . LLaMA2 16.60 2426 6.60% 17.56%  58.40%  46.74%

After Answering (Posterior): Mistral 1120 1930 49.80% 15.94%  68.00%  37.90%
EvaI-Right >> EM: LLMS think they’re correct more Often than they Davinci003 65.20 69.57 7.40% 67.17% 87.00% 69.82%
really are. S ChatGPT 69.00 7529 25.00% 75.73%  88.80%  71.95%
o _ - & GPT4 7580 84.52 880% 77.85%  93.00%  76.57%

Eval-Acc misaligned with actual QA ability (EM). ‘£ LLaMA2 48.80 5340 4.80% 5021%  75.60%  57.60%
B Mistral 3620 42.09 34.80% 46.63%  86.00%  48.10%

« Davinci003 1840 2678 3540% 24.15%  70.60%  43.99%

. TR o ChatGPT 20.80 29.27 78.40% 31.48%  66.80%  43.12%
Main Finding: S GPT4 2860 40.33 54.80% 42.92%  72.40%  45.74%
M | ) heir f |k | 2 LLaMA2 1140 1688 25.60% 12.63%  49.80%  54.88%
LLMs struggle to perceive their factual knowledge = Mistral 10.80 17.86 64.00% 19.44%  8180%  27.40%

boundary, and tend to be overconfident.



Q2: What Effect Does Retrieval Augmentation Have on LLMs?

Main Findings:
Dense Retriever Performs the Best

Even Wikipedia helps — pre-trained knowledge not fully
utilized.

Open-source models gain more; closed-source show
smaller benefit.

Noisy docs can mislead (performance drop on TriviaQA).

While LLMs cannot sufficiently utilize their internal
knowledge, RAG can serve as a valuable knowledge
supplement for LLMs

QA Priori Judgement Posteriori Judgement
Datasets LLMs Retrieval Source
EM F1 Give-up Right/G Right/-G Eval-Right Eval-Acc

Sparse 27.80 3829  21.20% 12.26% 31.98% 39.40% 67.94%
Davinci003  Dense 39.00 51.27 12.80% 14.06% 42.66% 46.40% 71.43%
ChatGPT 3400 4736 6.20% 6.45% 35.82% 46.00% 71.54%
Sparse 2840 4110 42.40% 17.92% 36.11% 67.00% 48.77%
ChatGPT Dense 39.40 52.65 26.60% 18.05% 47.14% 68.80% 53.56%
ChatGPT 32.20 47.37 7.40% 2.70% 34.56% 78.80% 49.90%
Sparse 3420 4581 28.20% 14.18% 42.06% 57.20% 48.48%
NQ GPT-4 Dense 43.60 56.36 12.60% 15.87% 47.60% 66.40% 50.86%
ChatGPT 34.40 48.56 4.20% 4.76% 35.70% 69.80% 48.69%
Sparse 23.00 34.14  32.80% 15.85% 26.49% 6.00% 75.00%
LLaMA2 Dense 33.40 45.39 24.80% 20.16% 37.77% 5.20% 73.08%
ChatGPT 33.40 48.19 5.20% 15.38% 34.39% 5.00% 87.88%
Sparse 2320 3321 59.00% 13.22% 37.56% 48.60% 54.71%
Mistral Dense 3520 4582 40.00% 21.50% 44.33% 50.20% 56.39%
ChatGPT 3260 4749  14.40% 16.67% 35.28% 41.00% 64.24%
Sparse 64.60 70.19 15.60% 19.23% 72.99% 69.00% 77.15%
Davinci003  Dense 69.60  75.31 10.00% 30.00% 74.00% 74.40% 81.49%
ChatGPT 6740 7543 2.00% 10.00% 68.57% 72.20% 81.00%
Sparse 62.60 69.98 23.00% 34.78% 70.91% 79.80% 73.29%
ChatGPT Dense 6620  74.75 18.20% 39.56% 72.13% 82.40% 75.73%
ChatGPT 65.00 7444 3.00% 13.33% 66.60% 90.40% 74.34%
Sparse 66.20 75.99 12.40% 35.48% 70.55% 83.40% 76.79%
TriviaQA GPT-4 Dense 69.00 78.01 7.20% 30.56% 71.98% 85.80% 76.51%
ChatGPT 66.40  76.33 2.60% 15.38% 67.76% 83.40% 73.39%
Sparse 51.00 59.51 35.60% 40.45% 56.83% 13.20% 70.19%
LLaMA2 Dense 58.60 66.57 33.40% 40.72% 67.57% 11.40% 75.00%
ChatGPT 63.00 71.76 2.80% 28.57% 63.99% 18.20% 79.35%
Sparse 52.20 59.55 30.40% 20.39% 66.09% 59.20% 68.75%
Mistral Dense 5740 6559  24.20% 26.45% 67.28% 59.80% 72.53%
ChatGPT 6220 7172 3.60% 16.67% 63.90% 55.20% 77.76%
Sparse 3120 4095  27.20% 14.71% 37.36% 31.20% 76.84%
Davinci003 ~ Dense 26.80 3589  37.00% 13.51% 34.60% 35.20% 76.89%
ChatGPT 2820 39.34 8.20% 12.20% 29.63% 33.40% 77.37%
Sparse 29.60 4128  50.60% 17.39% 42.11% 51.80% 54.90%
ChatGPT Dense 26.40 3575 58.40% 14.38% 43.27% 48.20% 56.10%
ChatGPT 2640  38.30 11.20% 7.14% 28.83% 68.20% 48.24%
Sparse 36.00 47.71 25.60% 14.84% 43.28% 43.40% 64.90%
HotpotQA GPT-4 Dense 31.80 43.92 37.00% 17.30% 40.32% 46.00% 60.34%
ChatGPT 29.80 41.67 8.80% 6.82% 32.02% 48.40% 68.55%
Sparse 2400 3345  45.60% 16.67% 30.15% 8.60% 58.89%
LLaMA2 Dense 21.60 31.17 57.00% 13.68% 32.09% 7.60% 66.99%
ChatGPT 25.80 37.56 11.80% 22.03% 26.30% 7.20% 82.53%
Sparse 2500 3549  52.40% 13.74% 37.39% 42.40% 62.42%
Mistral Dense 23.60 32.70 59.80% 13.38% 38.81% 45.60% 59.75%
ChatGPT 26.20 37.93 14.00% 12.86% 28.37% 37.60% 70.04%




Q2: What Effect Does Retrieval Augmentation Have on LLMs?

Main Findings:

Accuracy of LLMs’ self-assessment improves after
incorporating supporting documents

Right/~G rises significantly as Right/G declines, showing
improved accuracy in prior judgement.

Eval-Acc rises and Eval-Right decreases and is more
consistent with EM metric

Retrieval augmentation improves LLM’s ability to perceive
their factual knowledge boundaries

QA Priori Judgement Posteriori Judgement
Datasets LLMs Retrieval Source
EM F1 Give-up Right/G Right/-G Eval-Right Eval-Acc

Sparse 27.80 3829  21.20% 12.26% 31.98% 39.40% 67.94%
Davinci003  Dense 39.00 51.27 12.80% 14.06% 42.66% 46.40% 71.43%
ChatGPT 3400 4736 6.20% 6.45% 35.82% 46.00% 71.54%
Sparse 28.40 41.10 42.40% 17.92% 36.11% 67.00% 48.77%
ChatGPT Dense 39.40 52.65 26.60% 18.05% 47.14% 68.80% 53.56%
ChatGPT 32.20 47.37 7.40% 2.70% 34.56% 78.80% 49.90%
Sparse 3420 4581 28.20% 14.18% 42.06% 57.20% 48.48%
NQ GPT-4 Dense 43.60 56.36 12.60% 15.87% 47.60% 66.40% 50.86%
ChatGPT 34.40 48.56 4.20% 4.76% 35.70% 69.80% 48.69%
Sparse 23.00 34.14 32.80% 15.85% 26.49% 6.00% 75.00%
LLaMA2 Dense 33.40 45.39 24.80% 20.16% 37.77% 5.20% 73.08%
ChatGPT 33.40 48.19 5.20% 15.38% 34.39% 5.00% 87.88%
Sparse 2320 3321 59.00% 13.22% 37.56% 48.60% 54.71%
Mistral Dense 3520 4582 40.00% 21.50% 44.33% 50.20% 56.39%
ChatGPT 3260 4749 14.40%  16.67% 35.28% 41.00% 64.24%
Sparse 64.60 70.19 15.60% 19.23% 72.99% 69.00% 77.15%
Davinci003  Dense 69.60  75.31 10.00% 30.00% 74.00% 74.40% 81.49%
ChatGPT 6740 7543 2.00% 10.00% 68.57% 72.20% 81.00%
Sparse 62.60 69.98 23.00% 34.78% 70.91% 79.80% 73.29%
ChatGPT Dense 6620  74.75 18.20% 39.56% 72.13% 82.40% 75.73%
ChatGPT 65.00 7444 3.00% 13.33% 66.60% 90.40% 74.34%
Sparse 66.20 75.99 12.40% 35.48% 70.55% 83.40% 76.79%
TriviaQA GPT-4 Dense 69.00 78.01 7.20% 30.56% 71.98% 85.80% 76.51%
ChatGPT 66.40  76.33 2.60% 15.38% 67.76% 83.40% 73.39%
Sparse 51.00 59.51 35.60% 40.45% 56.83% 13.20% 70.19%
LLaMA2 Dense 58.60 66.57 33.40% 40.72% 67.57% 11.40% 75.00%
ChatGPT 63.00 71.76 2.80% 28.57% 63.99% 18.20% 79.35%
Sparse 52.20 59.55 30.40% 20.39% 66.09% 59.20% 68.75%
Mistral Dense 5740 6559  24.20% 26.45% 67.28% 59.80% 72.53%
ChatGPT 6220 7172 3.60% 16.67% 63.90% 55.20% 77.76%
Sparse 3120 4095  27.20% 14.71% 37.36% 31.20% 76.84%
Davinci003 ~ Dense 26.80 3589  37.00% 13.51% 34.60% 35.20% 76.89%
ChatGPT 2820 39.34 8.20% 12.20% 29.63% 33.40% 77.37%
Sparse 29.60 41.28 50.60% 17.39% 42.11% 51.80% 54.90%
ChatGPT Dense 26.40 3575 58.40% 14.38% 43.27% 48.20% 56.10%
ChatGPT 2640  38.30 11.20% 7.14% 28.83% 68.20% 48.24%
Sparse 36.00 47.71 25.60% 14.84% 43.28% 43.40% 64.90%
HotpotQA GPT-4 Dense 31.80 43.92 37.00% 17.30% 40.32% 46.00% 60.34%
ChatGPT 29.80 41.67 8.80% 6.82% 32.02% 48.40% 68.55%
Sparse 2400 3345  45.60% 16.67% 30.15% 8.60% 58.89%
LLaMA2 Dense 21.60 31.17 57.00% 13.68% 32.09% 7.60% 66.99%
ChatGPT 25.80 37.56 11.80% 22.03% 26.30% 7.20% 82.53%
Sparse 2500 3549  52.40% 13.74% 37.39% 42.40% 62.42%
Mistral Dense 23.60 3270 59.80% 13.38% 38.81% 45.60% 59.75%
ChatGPT 26.20 37.93 14.00% 12.86% 28.37% 37.60% 70.04%




Q2: What Effect Does Retrieval Augmentation Have on LLMs?

Main Findings:

As the number increases, the QA performance (EM)
gradually increases until reaching a certain threshold.

Performance improvement is not solely attributed to the
recall rate.

LLMs seem to be insensitive to the ordering of retrieved
documents.

Increasing the number of supporting documents improves
the performance of LLMs below a model-specific threshold.
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Q3: How do Different Relevance Supporting Document Affect LLMs?

Retrieved documents vary in relevance and correctness The study examines how different types of
supporting documents affect LLM performance and confidence.

Four Document Types:

Type

Golden

High-related incorrect

Weak-related incorrect

Random incorrect

Definition

Highly relevant to the
question and contain at least
one correct answer.

Highly relevant to the
question but contain no
correct answer.

Weakly relevant to the
question and contain no
correct answer.

Irrelevant to the question and
contain no correct answer.

Sampling Source

Sampled top-down from the
top 100 results

Sampled top-down from the
top 100 results

Randomly sampled from the
top 100 results

Randomly sampled from the
entire Wikipedia corpus.

Contains Correct Answer

Yes

No

No

No



Q3: How do Different Relevance Supporting Document Affect LLMs?

Main Findings

LLMs exhibit higher confidence when equipped with
high-quality supporting documents.

LLMs heavily rely on the given supporting documents

Relevance # Reliability: LLMs trust relevance
signals more than factual correctness.

The relevance of supporting documents significantly
influences LLMs’ reliance on supporting documents.

LLMs Supporting Doc  EM F1 Give-up Right/G Right/-G Eval-Right Eval-Acc
None 2720 3620 2920%  13.70% 32.77% 72.80% 45.01%

Golden 50.60 6293 15.80% @ 15.19% 57.24% 52.00% 71.08%

Davinci-003 Retrieved 39.00 5127 1280%  14.06% 42.66% 46.40% 71.43%
High-related 1020 20.66 18.00% 8.89% 10.49% 28.40% 57.89%

Weak-related 11.80 19.69 4140%  10.63% 12.63% 20.80% 61.71%

Random 23.00 30.82 88.40%  20.59% 41.38% 19.40% 66.26%

None 3340 4532 5740% @ 26.48% 42.72% 84.40% 43.40%

Golden 50.00 6428 22.60% 23.01% 57.88% 75.20% 53.24%

ChatGPT Retrieved 3940 5265 2660% @ 18.05% 47.14% 68.80% 53.56%
High-related 1620 2820 42.00% 13.81% 17.93% 56.20% 47.82%

Weak-related 1840 2986 60.20% 16.61% 21.11% 49.80% 46.21%

Random 2480 3535 91.00% 23.30% 40.00% 29.80% 48.80%

None 3460 4872 15.20% 9.21% 39.15% 90.20% 38.87%

Golden 53.60 6736 15.60%  20.51% 59.72% 73.00% 53.58%

GPT4 Retrieved 4360 5636 12.60%  15.87% 47.60% 66.40% 50.86%
High-related 21.60 3513 3920% 24.49% 19.74% 62.40% 47.21%

Weak-related 2440 3483 6120% 24.18% 24.74% 60.00% 44.96%

Random 3440 4543 7140%  25.49% 56.64% 54.00% 42.50%

None 16.60 2426  6.60% 3.03% 17.56% 58.40% 46.74%

Golden 48.60 6133 1840%  29.35% 52.94% 7.60% 72.12%

LLaMA2 Retrieved 3340 4539 2480%  20.16% 37.77% 5.20% 73.08%
High-related 9.40 19.07 30.60% 8.50% 9.80% 4.80% 67.86%

Weak-related 8.80 16.00 50.20% 9.16% 8.43% 6.20% 59.09%

Random 1320 1934  9340%  13.28% 12.12% 5.80% 58.97%

None 1120 1930 69.80% 8.02% 18.54% 78.20% 31.65%

Golden 47.80 6093 39.60%  28.28% 60.60% 50.20% 58.67%

Mistral Rgtrieved 3520 4582  40.00%  21.50% 44.33% 50.20% 56.39%
i High-related 5.60 1423  58.40% 4.11% 7.69% 47.60% 53.35%
Weak-related 540 1121 76.80% 3.91% 10.34% 46.60% 53.48%

Random 1240 1840 98.40%  11.79% 50.00% 64.80% 33.57%




Dynamic Retrieval Augmentation

Key ldea: Let LLMs decide when to retrieve based on their own
confidence (priori judgement).

w/o Judgement: Always uses retrieval (fixed RAG).
— Stable, but not adaptive.

Normal Judgement: Model decides w/o external info.
— Poor decision-making — performance dropped

Retrieval-augmented Judgement: Model decides with retrieval

context.
— More accurate judgement — performance improved
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Conclusion

LLMs’ Knowledge Boundary Awareness is Weak — They are often overconfident or misled by retrieved info.
Retrieval Augmentation Helps — Best results depend on retrieval model type, doc number, and LLM scale.

Document Relevance Matters Most — LLMs trust relevance > truth — high-related wrong docs are most
misleading.

Dynamic RAG is Promising — LLMs can “know when to look up information.”

Limitations

API dependency: Closed-source models (e.g., GPT-4, ChatGPT) change over time, affecting reproducibility.

Method robustness: The evaluation framework remains applicable to future LLMs — so the risk of API does not
affect the significance of the contribution.



Paper 4: Self-RAG: Learning to Retrieve,
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Standard RAG Methods have pitfalls that must be
addressed.

e Documents often retrieved according to document similarity, not according
helpfulness of documents towards addressing input prompt

o Retrieved documents may include off-topic information degrading quality of
responses

e Models not explicitly trained to leverage facts from the extracted documents
o Model may completely ignore retrieved information from document
o Extracted documents may be leveraged in way that does not address user
questions



Alternative Methods that incorporate RAG

1) Adaptive Document Retrieval Self-RAG

Incorporates
Aspects of Each!

2) Filter out and/or summarize retrieved
documents before passing to language model 1) On-demand Retrieval

2) Relevance of retrieved text is
determined

3) RLHF (Reinforcement Learning from Human
Feedback) to align responses with human 3) Critic tokens to determine

usefulness of documents,
preference through reward models and how much retrieved

passage ‘supports’ generated
response.



Ours: Self-reflective Retrieval-Augmented Generation (Self-RAG)

S e If - R AG Prompt How did US states get their names? Step 1: Retrieve on demand
O u tI i n e % —> US states got their names from a variety of sources. | Retrieve { q

Step 2: Generate segment in parallel o e o

Prompt + o Prompt + o Prompt + e
2l =24 2

11 of 50 state names

Relevant

irelevant | Texas is named Relevant} California's name has its
come from persons. Supported ; , , origins in a 16th-century novel
P i after a Native American tribe. 9 } 'ry
Las Sergas de Esplandian. | partially

-

Step 3: Critique outputs and select best segment
--lomm) > 0 mm > 0m

K US states got their names from a variety of sources. 11 of 50
—> {R@‘”CV@ —> Repeat.... —>
states names are come from personsg% states are named

after Native Americans, including Utah.




Methods

Type Input Output Definitions
[Retrieve] LB {yes, no, continue} Decides when to retrieve with R
ISREL | yid {relevant, irrelevant} d provides useful information to solve .
IsSur| x,d,y {fully supported, partially  All of the verification-worthy statement in y
supported, no support } is supported by d.
z,y {5,4,3,2,1} y is a useful response to x.

Algorithm 1 SELF-RAG Inference

Require: Generator LM M, Retriever R, Large-scale passage collections {dy,...,dy}
1: Input: input prompt = and preceding generation y.;, Output: next output segment y;

2: M predicts given (z,y<¢)

3: if [Retrieve] == Yes then

4: Retrieve relevant text passages D using R given (z, y¢—1) > Retrieve

5 M predicts given x, d and y; given x,d,y, foreachd € D > Generate

6: M predicts [1ssur]and [1suse] given z, y,, d for each d € D > Critique

7 Rank y; based on [IsReL], [1sSur], [IsUsg] > Detailed in Section 3.3

8: else if [Retrieve] == No then

9: M gen predicts y; given > Generate
10: M gen predicts given x, yy > Critique




Self-RAG training

Input: Write an essay of your best summer vacation Input: How did US states get their names?

Output: My best summer vacation was a magical escape Output: 1 of 50 states names come from persons. For instance, Louisiana was named in honor

to the coastal town of Santorini. The azure waters, of King Louis XIV of France and Georgia was named after King George |l
charming white-washed building are unforgettable.
@ Critic LM Q Q Retriever
= | Retrieve <p>0f the fifty 8 S, narer d after an in dual person</p>
Augmented Output: My best summer Augmented Output: tri o p>0f the fifty states, eleven are named after an individual person</p:
vacation was a magical escape to the coastal town of 11 of 50 states’ names come from person.m o <p>LOUISIANA: Named in

Santorini. The azure waters, charming white- honor of Louis XIV of France.</p> Inek_-vam For instance, Louisiana was named after King Louis XIV, and

washed building are unforgettable experience. Georgia was named after King George II. | pariaty | [t 5

Figure 2: SELF-RAG training examples. The left example does not require retrieval while the right
one requires retrieval; thus, passages are inserted. More examples are in Appendix Table 4.

GPT-4 was used to generate reflection tokens for a supervised dataset

for distilling their own Critic model. (Open-Instruct: includes many
instruct datasets)



Data Collection For Generator

The distilled Critic model creates data to train the generator.

e [fretrieval is required adds |Retrieve and K docs are retrieved
e For each retrieved doc predicts is relevant | ISREL

e |If relevant predicts if supporting | IsSup
o Relevant and supporting tokens are added to the end of each doc

e Finally predicts utility of the segment. | IsUSE




Generator learning

Uses the standard next token objective

mﬁx E(x,y,r)N’Dgen log PM (ya 7’\213) .

X: input, y: correct output, r: correct reflection tokens

Unlike the critic model, the generator learns both the target output and the
reflection tokens. Retrieved text chunks are masked out during training



Tree decoding with critique tokens

After creating a reflection token they perform beam search with critic score (S).
Branches at location t are selected with:

f(yta d, [Critique ) = p(ytlsc, d, ’y<t)) o S( Critique ), where

S( Critique ) — Z wGStG for Q = { ISREL |, | IsSuP |, | ISUSE },
Geg
w: weight of each critique token, s is the critic score assigned by the Critic model.




Results & Analysis (Zilong)

Baselines with retrieval generally performs better Short-form Closed-set Long-form generations (with citations)
th th t t . | PopQA TQA Pub ARC Bio ASQA
an ones without retrieva LM (acc) (acc) (acc) (acc) (FS) (em) (rg) (mau) (pre) (rec)
LMs with proprietary data
Llama2-c;3, 200 593 494 384 559 224 296 286 - -
_ Ret-Llama2-c;3; 518 59.8 521 379 799 328 348 438 198 36.1
SELF-RAG has strong overall gains across 6 ChatGPT 293 743 701 753 718 353 362 688 - -
Ret-ChatGPT 508 657 547 753 - 407 399 797 651 76.6
benchmarks Perplexity.ai - - - - 712 - - = - -
Baselines without retrieval
Llama27, 147 305 342 218 445 79 153 190 = =
) ) Alpacay 236 545 498 450 458 188 294 617 = s
On PubHealth and ARC, retrieval baselines do not Llama2, 3, 147 385 294 294 534 72 124 160 - -
. . : Alpaca, 3 244 613 555 549 502 229 320 706 - =
improve performance notably from their noretrieval CoVEgs, * - - - ~ 915 o - _ _
counte rpa rts Baselines with retrieval
Toolformer*gg - 48.8 - - - - - - - -
Llama2;, 382 425 300 480 780 152 221 320 29 40
Alpacas 467 641 402 480 766 309 333 579 55 72
. Llama2-FT 487 573 643 658 782 310 358 512 50 15
SELF-RAG 7B occasionally outperforms 13B o A S S
SAIL*7 69.2 484
Llama2, 3 457 470 302 260 775 163 205 247 23 36
Alpaca, 3 46.1 669 511 576 717 348 367 566 20 338
" Our SELF-RAG 73 549 664 724 673 812 300 357 743 669 678

Our SELF-RAG 133 558 693 745 731 802 31.7 370 716 703 713




Results & Analysis

Training:

No Retriever R: Trains an LM using the standard instruction-following
method without retrieved passages

SELF-RAG (50k) 45.5 4335 32.1

No Critic C: Trains an LM that are always augmented with the Top 1 Training
retrieved document without reflection tokens. No Retriever R 436 678 31.0
No Critic C 426 720 18.1
“Test
Inference-time: No retrieval Ay 130 -
Hard constraints 28.% 126 -
No retrieval: Disables retrieval during inference Retrieve top1 418 73.1 286

Remove 441 732 306

Hard constraints: Always retrieve when = Yes
Retrieve top 1: Always retrieves and uses the top one document only

Remove IsSup: SELF-RAG without IsSup reflection token



Results & Analysis

PubHealth
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Weight for IsSupport Retrieval Threshold
Adjusting weights of critique tokens can change Adaptive threshold controls retrieval
the generation style. frequency—accuracy trade-off.
Higher IsSup weight — citation precision 1 Model’s retrieval frequencies dramatically change

But lower fluency (MAUVE ). on both datasets.



Results & Analysis
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Scaling up training data improves performance

Training SELF-RAG 7B on larger subsets (5k — 150k) yields steady improvements, especially on PopQA
and ASQA



Results & Analysis

50 samples from PopQA and Bio evaluated by human
annotators.

Metrics: S&P = Plausible (reasonable response) + Supported ot iy g

ISREL 05.0 90.0
IsSup 90.0 85.0

Model-predicted IsRel & IsSup tokens largely align with human

judgments. (d) Human evaluation on PopQA

and Bio generation.

SELF-RAG's reflection tokens reliably capture human notions
of relevance and support.



Conclusions

New framework:

The model learns to retrieve, generate, and critique using both normal tokens and reflection tokens.

Improved factuality and controllability:

Dynamically decides when to retrieve and evaluates its own outputs, enabling controllable generation without
retraining.

Potential improvements:

The framework is scalable with data, and reflection tokens make reasoning steps transparent and verifiable.



