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Reminder

• For waitlist students: if it is your turn to get in, you will receive a 
notification/offer in Workday (not in Email). Please accept that that 
offer in 72 hours.

• The first student presentation lecture is on next Tuesday (Sept.9th)

• Presenters (on Sept.9th ) please send your slides to me (cc the TAs) 
before Friday 12:00PM (Sept. 5th)

• First Assignment (preview question) will be due on Sept.8th



Content

• Recap: Pre-training and Fine-tuning

• Scaling up Language Models

• Emergent Abilities: In-context learning

• Open weight model version: The Llama series

• What Makes In-Context Learning Work?: Empirical Analysis

• Many-Shot In-Context Learning



Pretraining - Finetuning Paradigm

• Pretraining: trained with pretext tasks on large-scale text corpora

• Fine-tuning (continue training): adjust the pretrained model’s parameters 
with fine-tuning data

• Fine-tuning data can have different forms:
• Task-specific labeled data (e.g., sentiment classification, named entity recognition)

• (Multi-turn) dialogue data (i.e., instruction tuning)

Lots of text; learn 
general things!

Not many labels; 
adapt to the task!



Decoder Pretraining (GPT)

• Decoder architecture is the prominent choice in large language models

• Pretraining decoders are first introduced in GPT (generative pretraining) models

• Recall the language modeling task: Model 𝑝𝜃 𝑤𝑡|𝑤1:𝑡−1 , the probability distribution 
over words given their past contexts.

• Follow the standard language modeling (cross-entropy) objective

[1] Radford, A., Narasimhan, K., Salimans, T., & 
Sutskever, I. (2018). Improving language understanding 
by generative pre-training. OpenAI blog.



Encoder Pretraining: BERT

• BERT pretrains encoder models with bidirectionality

• Masked language modeling (MLM): With 15% words randomly masked or 
corrupted, the model learns bidirectional contextual information to predict the 
masked words

BERT: https://arxiv.org/pdf/1810.04805.pdf

https://arxiv.org/pdf/1810.04805.pdf


Limitations of the Fine-tuning Paradigm

• Requires a large number of labeled 
training examples for the down-stream 
task

• Hard to generalize to new tasks

• Computationally expensive when 
language models scale up
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A Plethora of Large Language Models

• Emerging large language models 
assisting our daily activities



Next Class: Scaling up Language Models

• GPT-1 (2018): 12 layers, 117M parameters, trained in ~1 week

• GPT-2 (2019): 48 layers, 1.5B parameters, trained in ~1 month

• GPT-3 (2020): 96 layers, 175B parameters, trained in several months

GPT-5
(???)

2018 2019 2020

GPT-2
(1.5B)

GPT-3
(175B)

Model
Parameter

2023

GPT-1
(0.1B)

Large language 
models!

Papers: (GPT-1) https://cdn.openai.com/research-covers/language-unsupervised/language_understanding_paper.pdf
(GPT-2) https://d4mucfpksywv.cloudfront.net/better-language-models/language_models_are_unsupervised_multitask_learners.pdf
(GPT-3) https://arxiv.org/pdf/2005.14165.pdf

GPT-4
(???)

2025
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https://arxiv.org/pdf/2005.14165

https://arxiv.org/pdf/2005.14165


Scaling up GPT Models – Pre-Training Data

• GPT-3 is trained on ~300B tokens, compared to GPT-2 with ~40B 
tokens.

• Training objective remains the same:



Scaling up GPT Models – Architecture



GPT-3 Architecture Improvement

• Sparse attention for longer context window: 1024 → 2048

• This allows the local context and global information to propagate more 
efficiently 

Dense Attention:
Tokens attend to 
every previous 
tokens

Sparse Attention:
Tokens attend to 
sliding window



Validation Set Performance

• Performance on validation set (cross entropy loss on standard 
language modeling task) follows a power-law trend with respect to 
the amount of computation in training
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Emergent Ability

• Larger models develop emergent abilities
• Skills or capabilities that were not explicitly learned but arise as a result of 

model capacity 

• Larger models demonstrate surprising abilities in challenging tasks even when 
they were not explicitly trained for them

• Emergent capabilities typically become noticeable only when the 
model size reaches a certain threshold (cannot be predicted by small 
model’s performance)

Emergent Abilities of Large Language Models: https://arxiv.org/pdf/2206.07682 

https://arxiv.org/pdf/2206.07682


Emergent Ability: In-Context Learning

• In-context learning is a type of few-shot learning
• User provides a few examples of input-output pairs in the prompt

• The model uses given examples to predict the output for new, similar inputs

• First studied in the GPT-3 paper (Language Models are Few-Shot 
Learners: https://arxiv.org/pdf/2005.14165) 

• No model parameter updates

https://arxiv.org/pdf/2005.14165


In-context learning with Different Labels



Performance vs. Model Scale

• Models exhibit random performance until a certain scale, after which 
performance significantly increases

Figure source: https://arxiv.org/pdf/2206.07682 

Tasks:
Arithmetic: addition, subtraction,
multiplication
Transliteration
Recover a word from its scrambled letters
Persian question answering
Question answering (truthfully)
Grounded conceptual mappings
Multi-task understanding (math, history, 
law, …)
Contextualized semantic understanding

https://arxiv.org/pdf/2206.07682


Scaling Laws of LLMs

• (Pretrained) LLM performance is mainly determined by 3 factors
• Model size: the number of parameters
• Dataset size: the amount of training data
• Compute: the amount of floating point operations (FLOPs) used for training

• Scaling up LLMs involves scaling up the 3 factors
• Add more parameters (adding more layers or having more model dimensions 

or both)
• Add more data
• Train for more iterations

• Scaling laws: study the correlation between the cross-entropy 
language modeling loss and the above three factors



Scaling Laws of LLMs

• Performance has a power-law relationship with each of the three 
scale factors (model size, dataset size, compute) when not 
bottlenecked by the other two

Paper: https://arxiv.org/pdf/2001.08361

https://arxiv.org/pdf/2001.08361


Evaluation on Question Answering Tasks

• Open-domain setting: offers external sources including the final 
answer

• GPT-3 answers questions without looking at the sources

• RAG: Retrieval-Augmented Generation



Evaluation on Reasoning Tasks

• GPT-3 achieves lower score than fine-tuned models.

• Reasoning process is commonly not explicitly stated in texts, so GPT-3 
benefits less from the pre-training stage. (We will discuss solutions to 
this next class!)



Limitations of GPT-3

• Computationally expensive

• Lack of reasoning ability

• Closed-source model



Content

• Recap: Pre-training and Fine-tuning

• Scaling up Language Models

• Emergent Abilities: In-context learning

• Open weight model version: The Llama series

• What Makes In-Context Learning Work?: Empirical Analysis

• Many-Shot In-Context Learning



An Open-Source Model: Llama 2

https://arxiv.org/pdf/2307.09288

https://arxiv.org/pdf/2307.09288
https://arxiv.org/pdf/2307.09288
https://arxiv.org/pdf/2307.09288


Main Contribution

• Llama 2 was the first open-sourced model that matches closed 
sourced models’ performance.

• Llama 2 is available in multiple sizes: 7B, 13B, and 70B.



Llama 2 Improvement: Rotary Position 
Embedding

• Absolute positional 
encoding is simple, but may 
not generalize well in longer 
sequences

• Integrate relative position 
between tokens in the self-
attention matrix

RoFormer: Enhanced Transformer with Rotary Position Embedding. Su et al, 2021. 
https://arxiv.org/abs/2104.09864

https://arxiv.org/abs/2104.09864
https://arxiv.org/abs/2104.09864
https://arxiv.org/abs/2104.09864


Llama 2 Improvement: Grouped-Query Attention

• Multi-query attention has different key and value heads across all 
query heads. 

• Grouped-query attention instead shares single key and value heads 
for each group of query heads.



Llama 2 Performance

• Llama 2 model is not as good as proprietary models, but still very 
competitive (as a pre-trained only model)
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What makes in-context learning work?

• Which part of in-context learning makes it work?

• Experiment 1: replace gold labels with random labels 

(x, y) -> (x, y’)

Rethinking the Role of Demonstrations: what makes in-context learning work? Min et al. 2022. 
https://arxiv.org/abs/2202.12837

https://arxiv.org/abs/2202.12837
https://arxiv.org/abs/2202.12837
https://arxiv.org/abs/2202.12837


Experiment 1: Replace Gold Labels with Random 
Labels 



Experiment 1: Replace Gold Labels with Random 
Labels 

• Random labels only slightly hurt the performance (less than 5%)

• The model can recover the expected input labels



Experiment 2: Change Portion of Correct Labels

• Using wrong label demos is much better than no demos at all

• Using correct label demos improve the performance



Experiment 3: Varying Numbers of Examples

• A small number of examples can already improve the performance

• Larger number of examples may result in performance convergence



Experiment 4: Input Text Distribution

• Change the input example questions 𝑥1, 𝑥2, … , 𝑥𝑘 to randomly 
sampled k sentences from external corpus, paired with random labels



Experiment 4: Input Text Distribution

• Change the input example questions 𝑥1, 𝑥2, … , 𝑥𝑘 to randomly 
sampled k sentences from external corpus, paired with random labels

• Significantly hurts the performance

• Model predicting texts conditioned on original input text is closer to 
the language modeling task



Experiment 5: Impact of the Input Format

• Observation: Keeping the format of input-label pairs is the key.



Experiment 5: Impact of the Input Format

• Observation: Keeping the format of input-label pairs is the key.
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Performance with More Examples?

Many-Shot In-Context Learning. https://arxiv.org/pdf/2404.11018 

https://arxiv.org/pdf/2404.11018


How Many Examples are Enough?

• The optimal number of examples varies across different tasks. 



Many-Shot ICL vs. Supervised Fine-Tuning

• Supervised Fine-Tuning: larger training-time computation

• Many-Shot ICL: larger test-time computation



Does Repeated Examples Matter?

• With the same total number of examples, repeating examples could 
result in lower accuracy than using unique examples.

• Many-shot ICL mainly benefits from new information.



Does Re-Ordering Examples Matter?

• Each colored data point represents a different random ordering of 50 
in-context examples provided to Gemini 1.5 Pro.

• Yes, the order significantly impacts model performance!



Takeaways

• Language models can be scaled up by increasing model size and 
training data, and performance follows the power-law relationship.

• Larger models develop emergent abilities that small models do not 
exhibit, such as in-context learning.

• In-Context Learning (ICL) is mostly impacted by input-output format 
and text distribution, and less by label accuracy.

• Increasing examples in ICL may improve performance, but the optimal 
number of examples vary; model performance is sensitive to the 
order of examples.



Next Class

• Post-training

• Stage 1: Instruction Tuning
• More training examples

• More complex tasks

• Train the model to be flexible to 
adapt to different kinds of task 
instructions
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